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Abstract. Let C be a class of modules over a ring R, closed under direct sums over

index sets of cardinality κ and isomorphisms, and such that the isomorphism classes

form a set. The associated monoid of modules V(C) encodes the behavior of finite direct-
sum decompositions of modules in C. We endow V(C) with an additional operation

reflecting κ-indexed direct sums, and study the resulting κ-monoid Vκ(C).
The crucial braiding-property and an equivalent universal property in the category of

κ-monoids, allow us to show: if every module in C is a direct sum of modules generated

by strictly fewer than λ many elements, then all relations on V κ(C) are induced by

relations between direct sums indexed by sets of cardinality strictly less than λ. A

theorem of Kaplansky states that every projective module is a direct sum of countably

generated modules. Our results augment this, by showing that also all relations between

infinite direct sums of projective modules are induced from relations between countable

direct sums of countably generated projective modules.

If every projective module over a ring R is a direct sum of finitely generated projective

modules (e.g., if R is hereditary), then all relations between direct sums are even induced

from relations between finite direct sums of finitely generated projective modules. Then

the monoid of finitely generated projective modules V(R) completely determines the

κ-monoid Vκ(R). Together with the realization result of Bergman and Dicks, this

characterizes the κ-monoids appearing as Vκ(R) for a hereditary ring as the universal κ-

extensions of reduced commutative monoids with order-unit. In general, the ℵ0-monoid

Vℵ0(R) fully determines Vκ(R). Herbera and Př́ıhoda’s characterization of monoids of

countably generated projective modules V∗(R) over semilocal noetherian rings, yields

a characterization of Vκ(R) for these rings. Finally, we characterize two-generated

ℵ0-monoids that can be realized as V ℵ0(R) for hereditary rings R.

1. Introduction

Let C be a class of (right) modules over some (unital, associative) ring R, and assume

that C is closed under finite direct sums and under isomorphisms (typically, one also

assumes that C is closed under direct summands). To avoid set-theoretic issues, we

require that the isomorphism classes of C form a set. Then the set of isomorphism classes
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INFINITE DIRECT SUMS VIA MONOIDS 2

together with the operation induced by the direct sum form a monoid, denoted by V(C).
Understanding direct-sum decompositions in C reduces to the study of the arithmetic of

the monoid of V (C). For instance, the class C has the Krull–Remak–Schmidt–Azumaya

(KRSA) property, meaning that (finite) direct-sum decompositions into indecomposables

exist and are unique, if and only if the monoid V(C) is a free abelian monoid.

Of particular interest is the case where C is the class of all finitely generated projective

R-modules, in which case one writes V(R) for the monoid (the Grothendieck group of

V(R) is K0(R)). If M is a module and add(M) is the class of all direct summands of

Mn for n ≥ 0, then V(add(M)) ∼= V(End(M)), so that in principle the study of finite

direct-sum decompositions can always be reduced to the study of some monoid of finitely

generated projective modules.

The monoid-theoretical approach to (finite) direct-sum decompositions was pioneered

by Facchini, Herbera, and Wiegand in the last two decades (see the surveys [ Fac06 ,  BW13 ]

and the monographs [ LW12 ,  Fac19 ]), and has proven fruitful in several interesting cases.

Two of the main directions are as follows. First, if R is semilocal, then V(R) is a

Diophantine monoid (a submonoid of Nn
0 defined by homogeneous linear equations),

as it can be embedded into V(R/J(R)) via a divisor homomorphism [ FH00a ,  FH00b ].

Diophantine monoids are finitely generated reduced Krull monoids, and conversely, every

finitely generated reduced Krull monoid is isomorphic to a Diophantine monoid [ CKO02 ].

More generally, if C is closed under direct summands and every module in C has a

semilocal endomorphism ring, then V(C) is a reduced Krull monoid [ Fac02 ]. This reduces

the study of the arithmetic of V(C) to the (non-trivial) determination of its divisor class

group and the distribution of prime divisors (the recent survey [ GZ20 ] is a starting point

into the extensive literature on factorization theory in Krull monoids). Second, let (R,m)

be a commutative noetherian local ring and R̂ is its m-adic completion. If M(R) is the

class of all finitely generated R-modules, then V(M(R)) embeds into the free abelian

monoid V(M(R̂)) via a divisor homomorphism [ Wie01 ]. Again, the monoid V (M(R)) is

a finitely generated reduced Krull monoid, and this permits one to study V (M(R)) in

terms of V (M(R̂)). In several cases of one- or two-dimensional domains, the divisor class

groups and the distribution of prime divisors are sufficiently well-understood to allow

one to study the arithmetic of the monoids [ Bae09 ,  BG14 ,  BL11 ,  BGGS15 ,  Gry22 ].

In a converse direction, there are realization results showing that very large classes

of commutative monoids appear as V(R) of certain classes of rings, thereby showing

that monoids of modules can be essentially arbitrarily complicated in general. By a

seminal theorem of Bergman [ Ber74 ] and Bergman and Dicks [ BD78 ], every reduced

commutative monoid with order-unit is isomorphic to V(R) for a hereditary K-algebra

R (with an arbitrary choice of ground field K). Ara and Goodearl recently showed
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that this realization is possible with R a Leavitt path algebra of a separated graph

[ AG12 ]. Herbera and Facchini showed that every reduced finitely generated Krull monoid

appears as V (R) for a semilocal ring [ FH00b ], and Wiegand has a similar realization

result for finitely generated modules over two-dimensional local UFDs [ Wie01 ]. Facchini

and Wiegand realized every reduced Krull monoid as V(C) with C a class of modules

whose endomorphism rings are semilocal [  FW04 ].

For (von Neumann) regular rings R, the monoid V(R) is always a refinement monoid.

However, Wehrung constructed a refinement monoid of cardinality ℵ2 that cannot be

realized as V (R) of a regular ring [ Weh98 ]. In a recent breakthrough Ara, Bosa, and

Pardo showed that every finitely generated refinement monoid appears as V(R) of a

regular ring [ ABP20 ]. It is still open whether every countable refinement monoid appears

as V (R) of a regular ring. Realization results of this type are useful to construct negative

results (that is, counterexamples) in (finite) direct-sum decompositions, as it is usually

much easier to construct a monoid exhibiting certain degenerate behavior and then realize

that monoid as V(R), than it is to construct a corresponding ring directly.

For a long time, the focus remained on finitely generated projective modules, undoubt-

edly to some degree due to a result of Bass [ Bas63 ], showing that non-finitely generated

projective modules are free in many circumstances. However, despite Bass’s result, over

many natural classes of rings, the non-finitely generated projective modules exhibit a rich

and interesting behavior. Powered by recent results yielding a better understanding of

non-finitely generated projective modules, Herbera and Př́ıhoda completely characterized

the monoids of countably generated projective modules V∗(R) for noetherian semilocal

rings [ HP10 ]. (Without the noetherian hypothesis partial results are available [ HP14a ].)

Recently, Herbera, Př́ıhoda, and Wiegand initiated the study of V∗(M), the monoid

of isomorphism classes of countably generated modules that are direct summands of

some number of copies of M [ Her14 ,  HP14b ,  HPW23 ]. For hereditary noetherian prime

rings, the monograph by Levy and Robson [ LR11 , Chapter 8] completely describes the

non-finitely generated projective modules.

A classical theorem of Kaplansky shows that every projective module is a direct

sum of countably generated modules [  Kap58 ], so that the determination of V∗(R) is

sufficient to find all indecomposable projective modules. However, the class of countably

generated projective modules is also closed under countable direct sums, a fact that is

not reflected in the monoid structure of V∗(R). This suggests to endow V∗(R) with an

additional operation, to allow us to also study infinite direct-sum decompositions by

monoid-theoretical means. Our paper presents a first step in this endeavor.

More generally, for any infinite cardinal κ we introduce the notion of a κ-monoid

(Definition  2.1 ), a structure that allows sums on index sets of cardinality κ, with the
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sum obeying an associativity law paralleling the one for direct sums of modules. Every

κ-monoid is a commutative monoid (Lemma  2.5 and the discussion following it). A

variant of the Eilenberg–Mazur swindle applies (Lemma  2.8 ) to show that the monoid is

also reduced (that is, any equation of the form a+ b = 0 implies a = b = 0), as we expect

for a monoid of modules. We establish the basic properties of κ-monoids in Section  2 .

For a regular cardinal λ we also define a λ−-monoid to be an analogous structure in

which sums over index sets of cardinality strictly less than λ are defined (Section  2.4 ).

It is not hard to see that a reduced commutative monoid may admit several extensions

to a κ-monoid. For instance, one can extend the monoid R≥0 to an ℵ0-monoid R≥0∪{∞},
by using the notion of convergent (and divergent) series to assign a value to countable

sums. The restriction to non-negative reals ensures the required associativity (and in

turn, commutativity). Alternatively, one can declare any countable sum in R≥0 with

infinite support to have value ∞, to obtain a different ℵ0-monoid structure on R≥0∪{∞}.
A first natural question is therefore: which κ-monoids appear as κ-monoids of modules?

Section  3 lays the groundwork for answering this question (to some degree). We

introduce the crucial property for two κ-indexed families over a λ−-monoid to be λ−-

braided. Consequently we also define the concept of a κ-monoid H being λ−-braided over

a λ−-submonoid X. As one of our main results, we show that H being λ−-braided over X

is equivalently characterized by a natural universal property in the category of κ-monoids,

and that this universal κ-extension always exists (Proposition  3.9 and Theorem  3.11 ).

Returning to the example of the monoid R≥0, perhaps at first surprisingly, neither of the

two ℵ0-monoid structures that we mentioned turn out to be the universal ℵ0-extension.

Instead, the universal ℵ0-extension is

R≥0 ∪ R̃>0 ∪ {∞}

(see Examples  3.3 and  3.12 ).

Now let C be a class of modules closed under κ-indexed direct sums, isomorphisms,

and direct summands. Assume that the isomorphism classes of C form a set. For a

regular cardinal λ ≤ κ, let Cλ− be the subclass of C consisting of modules generated

by strictly fewer than λ many elements. Connecting the notion of κ-monoids back

to monoids of modules, our first main result is Theorem  4.3 , showing that Vκ(C) is

the universal κ-extension of Vλ−
(Cλ−). Thus, whereas a λ−-monoid affords potentially

different extensions to a κ-monoid, in the module-theoretic setting there is a unique

extension, characterized by a natural universal property (under the assumption that

every module in C is a direct sum of <λ-generated modules). More explicitly, in the

setting of modules, the fact that every module in C is a direct sum of <λ-generated

modules suffices to ensure that also all relations between direct sums of modules are

induced by direct sums of <λ-generated modules on index sets of cardinality <λ.
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The proof of Theorem  4.3 proceeds by showing that Vκ(C) is λ−-braided over Vλ−
(C).

At its heart, this is a transfinite recursion of an elementary module-theoretic property

recently observed by Bergman [ Ber23 ]. Naturally, a similar strategy and property already

appears in Levy and Robson’s characterization of non-finitely generated modules over

hereditary noetherian prime rings (see the proof of [ LR11 , Theorem 46.1]).

The remainder of Section  4 is concerned with the implications of this result on the

module-theoretic side, and with a discussion of the existing literature in the context of

this new setting of κ-monoids. We summarize the key points in the following.

Kaplansky’s Theorem states that every projective module is a direct sum of countably

generated modules. However, this theorem says nothing about relations between infinite

direct sums of countably generated projective modules. In the κ-monoid language,

Kaplansky’s Theorem says that the κ-monoid Vκ(R) is generated by the subset Vℵ0(R).

The ℵ0-monoid Vℵ0(R) then completely determines Vκ(R) (Corollary  4.5 ). Translated

back into more elementary terms, we obtain the following supplement to Kaplansky’s

Theorem: every relation between infinite direct sums of projective modules is induced by

relations between countable direct sums of countably generated projective modules.

In many interesting classes of rings, in particular, over hereditary rings, projective

modules are direct sums of finitely generated modules (see Corollary  4.6 and the paper

by McGovern, Puninski, and Rothmaler [ MPR07 ]). In this case, our results even show

that V(R) fully determines Vκ(R). So, for instance, if V(R) ∼= R≥0 for a hereditary

ring (such a ring exists by the Bergman–Dicks Theorem), then the description of the

universal ℵ0-extension of R≥0 implies Vℵ0(R) ∼= R≥0∪ R̃>0∪{∞}, giving us a description

of the countably generated projective modules for free. In particular, since the monoids

appearing as V(R) of hereditary rings are precisely the reduced commutative monoids

with order-unit, the κ-monoids appearing as Vκ(R) for hereditary rings R are precisely

the universal κ-extensions of reduced commutative monoids with order-unit.

In Examples  4.8 we discuss several important classes of monoids of modules appearing

in the literature in the context of the κ-monoid structure. In particular, we describe

the case of the semilocal noetherian rings studied by Herbera and Př́ıhoda, and that of

hereditary noetherian prime rings studied by Levy and Robson.

Kaplansky used his result to show that projective modules over local rings are free, by

reducing to the countably generated case. In a similar spirit, our results allow the lifting

of the KRSA property. Theorems of the following type can easily be obtained: if C is

closed under isomorphism, direct sums, and direct summands, and every module in C is

a direct sum of finitely generated modules, then KRSA for finite direct sums of finitely

generated modules implies KRSA for arbitrary direct sums in C.
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Finally, in Section  5 we give a more explicit description of two-generated ℵ0-monoids

that appear as Vℵ0(R) of a hereditary ring (with the cyclic case being trivial).

Notations and conventions. All rings considered are unital and associative, but in

general not commutative. Modules are right modules, unless specified otherwise. We

use infinite ordinals and cardinals, but to avoid set-theoretical difficulties, we always

consider such cardinals up to a fixed bound κ. As underlying axiom system we have

in mind the usual ZFC (with informal classes). As usual in this context, we use the

von Neumann definition of ordinals, and a cardinal is the smallest ordinal of a given

cardinality (but cardinals are by default just considered as sets, forgetting the well-order).

We make liberal use of the axiom of choice, to ensure that the basic properties of cardinal

arithmetic are well-behaved. See [ Roi90 , Chapter 5] for background. The cardinality of a

set X is denoted by |X|.

Acknowledgments. Nazemian would like to thank Bergman for useful discussions. The

authors were supported by the Austrian Science Fund (FWF): P 36742. Smertnig was

supported by the Slovenian Research and Innovation Agency (ARIS): Grant P1-0288.

Part of the research was conducted while Smertnig was employed by the University of

Graz, NAWI Graz, Austria.

2. Infinite summation: κ-monoids

In this section we introduce κ-monoids for infinite cardinals κ. This notion extends the

notion of a commutative monoid to allow the summation of up to κ many elements. The

axioms are taken in such a way that they model the behavior of direct sums of modules.

If x := (xi)i∈κ ∈ Hκ is a family indexed by elements of κ over some set H, and

Σ: Hκ → H is a map, we use the notation∑
i∈κ

xi := Σ
(
(xi)i∈κ

)
,

mimicking the typical summation notation. Further, supp(x) := { i ∈ κ : xi ̸= 0 } denotes

the support of the family.

Definition 2.1. Let κ be an infinite cardinal. A κ-monoid is a set H together with an

element 0 ∈ H and a map Σ: Hκ → H such that the following conditions are satisfied.

(A1) If x = (xi)i∈κ ∈ Hκ with xi = 0 for all i ̸= 0, then
∑

i∈κ xi = x0.

(A2) If (xi,j)i,j∈κ ∈ Hκ×κ and π : κ× κ → κ is a bijection, then∑
i∈κ

∑
j∈κ

xi,j =
∑
k∈κ

xπ−1(k).
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Remark 2.2. (1) Axiom  (A2) will automatically imply that all κ-monoids are commuta-

tive (see Lemma  2.5 below). To introduce a notion that permits noncommutative

operations, one should presumably parametrize the family by ordinals and assume

an order-preserving bijection in the analogue of  (A2) . However, we have no use for

such a notion, and do not pursue this.

(2) It is occasionally useful to permit an arbitrary index set I with |I| = κ. One can

define the summation over the index set I by choosing an arbitrary bijection between

I and κ. This is well-defined and independent of the chosen bijection, as Lemma  2.5 

below will show that the operation does not depend on the order of the elements in

the summation.

(3) Infinitary operations have occasionally appeared before in the literature. In particular,

our notion of a κ-monoid corresponds to that of a complete κ-Σ-algebra satisfying

axioms (U) and (GP) in [ HW98 , Chapter IV.1]. We also mention the notes [  Wod15  ],

where infinitary monoids appear in 3.4.11.8 on page 89.

We start with a number of easy examples of κ-monoids.

Examples 2.3.

(1) Let (M,+, 0) be a reduced 

1
 commutative monoid and set H := M ⊎ {∞}. For a

cardinal κ and a family x = (xi)i∈κ we define Σκ
(
(xi)i∈κ

)
to be the sum of the

family in M if the support of x is finite and xi ∈ M for all i ∈ κ, and we define

Σκ
(
(xi)i∈κ

)
= ∞ otherwise. That is, we have Σκ

(
(xi)i∈κ

)
= ∞ if xi = ∞ for some i

or infinitely many xi satisfy xi ̸= 0. With these operations, the set H is a κ-monoid

for every cardinal κ, the trivial κ-extension of M .

The assumption that M is reduced is necessary for  (A2) to hold: if we had 0 ̸= a

and −a in M , then∑
i∈κ

(a+ (−a) + 0 + · · · ) = 0, but
∑
i∈κ

xi = ∞,

with xi alternating between a and −a.

(2) Let H = R≥0 ∪ {∞}. For a sequence (xi)i≥0, define

Σℵ0(xi)i≥0 :=

∞∑
i=0

xi,

where the sum on the right side is understood to be the sum of the corresponding

series in the usual sense of analysis (i.e., the limit of the partial sums). Since xi ≥ 0

for all i ≥ 0, the summation does not depend on the order of the elements and is

1A monoid is reduced (or conical) if a+ b = 0 implies a = b = 0, for a, b ∈ M .
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associative for double-indexed sequences. Therefore H is an ℵ0-monoid. Observe

that the operation differs from the one in the first example in the value that is

assigned to convergent series.

(3) If I is a set, (αi)i∈I is a family of cardinals, and (Xi)i∈I is a disjoint family of sets

with |Xi| = αi for each i, then one defines∑
i∈I

αi :=
∣∣∣⊎
i∈I

Xi

∣∣∣.
The axiom of choice implies that this definition does not depend on the particular

choice of the sets Xi.

If κ is an infinite cardinal, and αi ≤ κ for all i ∈ I as well as |I| ≤ κ, then∑
i∈I αi ≤ κ. Thus the set Fκ := {α : α ≤ κ } of all cardinals bounded by κ is

naturally a κ-monoid.

(4) Let R be a ring and let C be a class of modules whose isomorphism classes form a

set. If C is closed under isomorphisms and direct sums over index sets of cardinality

at most κ, then the set of isomorphism classes naturally forms a κ-monoid. In

particular, the class C of all projective (right) modules generated by at most κ many

elements is closed under isomorphism and direct sums over index sets of cardinality

at most κ.

The κ-monoids in  (4) will be the main instances of κ-monoids of interest later in the

paper. Hence we introduce some corresponding notation.

Definition 2.4. Let R be a ring, let C be a class of modules whose isomorphism classes

form a set, and let κ be an infinite cardinal.

(1) If C is closed under isomorphisms and direct sums over index sets of cardinality at

most κ, we denote the κ-monoid of isomorphism classes of modules in C by Vκ(C).

(2) Vκ(R) is the κ-monoid of isomorphism classes of projective (right) modules generated

by at most κ elements.

(3) V(R) is the monoid of finitely generated projective modules.

The stated axioms for κ-monoids are sufficient to derive commutativity and associativity

laws, as we show next.

Lemma 2.5. Let H be a κ-monoid. Then the following properties hold.

(A3) If x = (xi)i∈κ ∈ Hκ and π : κ → κ is bijective, then∑
i∈κ

xi =
∑
i∈κ

xπ(i).
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(A4) If (xi,j)i,j∈κ ∈ Hκ×κ, then∑
i∈κ

∑
j∈κ

xi,j =
∑
j∈κ

∑
i∈κ

xi,j .

Proof.  (A3) This commutativity law is a consequence of  (A2) : define the family (yi,j)i,j∈κ

by yi,0 = xi and yi,j = 0 for j ̸= 0. By  (A1) , we have
∑

j∈κ yi,j = xi. Let f : κ× κ → κ

be a bijection. Then f ◦ (π−1, id) : κ × κ → κ is also a bijection. Since  (A2) holds for

arbitrary bijections, we get∑
i∈κ

xi =
∑
i∈κ

∑
j∈κ

yi,j =
∑
l∈κ

y(π,id)◦f−1(l).

Applying once more  (A2) to (yπ(i),j)i,j∈κ and the bijection f , gives∑
l∈κ

y(π,id)◦f−1(l) =
∑
i∈κ

∑
j∈κ

yπ(i),j =
∑
i∈κ

xπ(i).

 (A4) Let f : κ × κ → κ be a bijection and let τ : κ × κ → κ × κ be the transposition

τ(i, j) = (j, i). Using  (A2) twice,∑
i∈κ

∑
j∈κ

xi,j =
∑
l∈κ

xτ◦f−1(l) =
∑
j∈κ

∑
i∈κ

xi,j . □

Suppose that H is a κ-monoid with operation Σκ = Σ. If α < κ is another cardinal

(not necessarily infinite), and ι : α → κ is an injective map, we define Σα : Hα → H by

Σα
(
(xi)i∈α

)
:= Σκ

(
(xι−1(j))j∈κ

)
,

where we use the convention xι−1(j) = 0 if j is not in the image of ι. The commutativity

property  (A3) ensures that this definition is independent of the particular choice of ι. It

is now easy to check the following.

• If α ≤ κ is an infinite cardinal, then (H,Σα) is an α-monoid.

• (H,Σ2) is a commutative monoid, and we write + := Σ2.

• For every finite n > 2, the map Σn : Hn → H is an n-ary operation, and one checks

using  (A2) that

Σn(x1, . . . , xn) = x1 + (x2 + (x3 + · · ·+ xn)) = x1 + · · ·+ xn,

where + = Σ2 is the binary operation of the previous point.

• As degenerate special cases, the map Σ1 : H → H is the identity, and with the

convention that H0 = {0}, the map Σ0 : {0} → H is the constant map equal to 0.

Given these properties, and for consistency of notation, an n-monoid for a finite

cardinal n shall simply be a commutative monoid if n ≥ 2, shall be the set H together
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with the distinguished element 0 and the identity map if n = 1, and shall be the set H

together with the distinguished element 0 and the constant zero map if n = 0.

Definition 2.6. Let H be a κ-monoid. Let x ∈ H and α ≤ κ a (finite or infinite)

cardinal. We define

αx :=
∑
i∈α

x,

where the sum on the right side is to be understood in terms of the natural α-monoid

structure on H.

If α is infinite, then property  (A2) implies x+ αx = αx. For this scalar multiplication,

the expected properties hold, as we now show.

Lemma 2.7. Let H be a κ-monoid and let x ∈ H. Then

(1) 0x = 0 and 1x = x,

(2) If (λi)i∈I is a family of cardinals with |I| ≤ κ and λi ≤ κ for i ∈ I, then(∑
i∈I

λi

)
x =

∑
i∈I

λix.

(3) If α ≤ κ is a cardinal and (xi)i∈I is a family in H with |I| ≤ κ, then

α
∑
i∈I

xi =
∑
i∈I

αxi.

Proof.  (1) is immediate.

 (2) If x = 0, then the equality holds trivially. We may assume x ̸= 0. By definition∑
i∈I

λix =
∑
i∈I

∑
j∈λi

x.

Let λ := sup{λi : i ∈ I }. Then λ ≤
∑

i∈I λi ≤ κ. We define xi = (xi,j)j∈λ ∈ Hλ by

xi,j = x if j ∈ λi and xi,j = 0 otherwise. Then∑
i∈I

∑
j∈λi

x =
∑
i∈I

∑
j∈λ

xi,j .

Now |{ (i, j) ∈ I × λ : xi,j ≠ 0 }| =
∑

i∈I λi by construction. By  (A2) , it therefore holds

that
∑

i∈I λix = (
∑

i∈I λi)x.

 (3) Unwrapping the definitions and applying  (A4) ,

α
∑
i∈I

xi =
∑
j∈α

∑
i∈I

xi =
∑
i∈I

∑
j∈α

xi =
∑
i∈I

αxi. □

In  (1) of Example  2.3 we have embedded an arbitrary reduced commutative monoid

M in a κ-monoid. We can now see that M necessarily has to be reduced, as a variant of

the Eilenberg–Mazur swindle is applicable.
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Lemma 2.8. Let H be a κ-monoid with κ an infinite cardinal. Then

(1) H is reduced,

(2) t1 + t2 = κt3 implies that t1 + κt3 = κt3.

Proof. We use the properties from Lemma  2.7 .

 (1) Suppose that x+ y = 0 for x, y ∈ H. Then

x = x+ 0 = x+ κ0 = x+ κ(x+ y) = x+ (κx+ κy) = (x+ κx) + κy

= κx+ κy = κ(x+ y) = 0.

By symmetry also y = 0.

 (2) We get

t1 + κt3 = t1 + κ(t1 + t2) = (t1 + κt1) + κt2

= κt1 + κt2 = κ(t1 + t2) = κt3. □

2.1. The category of κ-monoids and free objects. The set

Fκ := {α : α ≤ κ }

of all cardinals at most κ is a κ-monoid ( (3) of Examples  2.3 ). The operations here are

particularly simple. If (αi)i∈I is a family with finite support and all cardinals being finite,

then
∑

i∈I αi is just the usual sum of natural numbers. However if the family has infinite

support or αi is infinite for at least one i, then∑
i∈I

αi = |I| sup{αi : i ∈ I } = max
{
|I|, sup{αi : i ∈ I }

}
.

A κ-submonoid H ′ of a κ-monoid H is a subset H ′ ⊆ H that contains 0 and is closed

under the restriction of the operation of H. A homomorphism of κ-monoids (in short,

a κ-homomorphism or just homomorphism) is a map that respects the operation and

preserves the neutral element. The class of κ-monoids together with homomorphisms

forms a category.

Let B be a set. The Cartesian product FB
κ is a κ-monoid with coordinate-wise addition.

Let ι : B ↪→ FB
κ denote the map of sets that maps b to the family (xi)i∈B having xi = 1

if i = b and xi = 0 otherwise. The following straightforward construction produces free

objects in the category of κ-monoids.

Proposition 2.9. Let κ be an infinite cardinal and let B be a set. Let

Fκ(B) := {x ∈ FB
κ : |supp(x)| ≤ κ }.

Then the following statements hold.

(1) Fκ(B) is a κ-submonoid of FB
κ .
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(2) For every κ-monoid H and every map of sets f : B → H, there exists a unique

κ-homomorphism f : Fκ(B) → H satisfying f ◦ ι = f .

Proof.  (1) Let (xi)i∈κ be a family of elements of Fκ(B) with |supp(xi)| = βi ≤ κ. Then

supp(
∑

i∈κ xi) has cardinality at most
∑

i∈κ βi (this uses the axiom of choice). Now∑
i∈κ βi ≤ κ sup{βi : i ∈ κ } ≤ κ.

 (2) Now we need to verify the universal property. For x ∈ Fκ(B) with x = (λb)b∈B, we

define

f(x) :=
∑
b∈B

λbf(b).

This is well-defined because |supp(x)| ≤ κ, that is, we understand the sum to be taken

only over the nonzero elements. By definition f ◦ ι = f , and it remains to check that f is

a κ-homomorphism.

Let x = (xi)i∈κ be a family of elements of Fκ(B), and let xi = (λi,b)b∈B with

|supp(xi)| ≤ κ. Then

f
(∑

i∈κ
xi

)
=

∑
b∈B

(∑
i∈κ

λi,b

)
f(b) =

∑
b∈B

∑
i∈κ

λi,bf(b) =
∑
i∈κ

∑
b∈B

λi,bf(b) =
∑
i∈κ

f(xi).

For the second equality we used  (2) of Lemma  2.7 . The third equality uses  (A4) , taking

into account that |{b ∈ B : λi,b ̸= 0 for some i ∈ κ }| ≤ κ. □

When |B| ≤ κ, in particular when B is finite and κ is infinite, one has Fκ(B) = FB
κ .

Definition 2.10. Let α be a (finite or infinite) cardinal with α ≤ κ.

(1) A κ-monoid H is α-generated if there exists a set B of cardinality α and a surjective

homomorphism Fκ(B) → H.

(2) A κ-monoid H is cyclic if it is 1-generated, that is, if it is an image of Fκ under a

κ-homomorphism.

Equivalently, a κ-monoid is α-generated, if there exists a subset X ⊆ H of cardinality

at most α, such that every element of H can be expressed as a κ-sum in X. In this

case we write H = ⟨X⟩κ. One has to be mindful of the cardinal κ in this context. For

instance, the ℵ1-monoid Fℵ1 is cyclic (generated by the cardinal 1) as ℵ1-monoid, but it

is not cyclic as ℵ0-monoid.

2.2. Order-units.

Definition 2.11. Let H be a κ-monoid. For x, y ∈ H, let x ≤ y if there exists x′ ∈ H

such that x+ x′ = y.
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The relation ≤ is reflexive and transitive, and therefore a preorder on H, but it is not

necessarily anti-symmetric. For instance, consider the monoid H = N0/∼ where n ∼ m

if and only if m ≡ n mod 2. Then H = {0, 1}, with 0 + 1 = 1 and 1 + 1 = 0, so that

0 ≤ 1 and 1 ≤ 0, while 0 ̸= 1.

If H is a commutative monoid, then an element u ∈ H is called an order-unit if

for every x ∈ H there exists some n ∈ N0 such that x ≤ nu. In monoids of finitely

generated projective modules, that is monoids of the form V(R), the isomorphism class

of [R] is an order-unit (though it may not be unique, every progenerator gives rise to an

order-unit). In the κ-monoids Vκ(R), the isomorphism class of [R] (or more generally,

any progenerator) will play a similar distinguished role, and so we are led to the following

definition.

Definition 2.12. Let H be a κ-monoid with κ an infinite cardinal.

(1) An element u ∈ H is an order-unit if for all x ∈ H, one has x ≤ κu.

(2) An order-unit u ∈ H is faithful if βu ̸≤ αu for all cardinals α < β ≤ κ with β

infinite.

Let H be a κ-monoid with order-unit u. For an element x ∈ H we define size(x) to

be the minimal cardinal α such that x ≤ (α + n)u for some n ∈ N0. In other words,

size(x) = 0 if x ≤ nu for some n ∈ N0 and otherwise size(x) is the smallest (infinite)

cardinal α such that x ≤ αu. Alternatively, we may think of size as taking values in

cardinals modulo finite cardinals, that is, identifying α ≤ β if there exists n ∈ N0 such

that α+ n = β. We must keep in mind that the definition of size depends on the choice

of order-unit.

Let Hα := {x ∈ H : size(x) ≤ α }. Then Hα is an α-submonoid of H if α is infinite,

and a submonoid if α = 0. We obtain a filtration

H0 ⊆ Hℵ0 ⊆ Hℵ1 ⊆ · · ·

The order-unit u is faithful if and only if all the inclusions in this filtration are proper,

that is, if and only if Hα ⊊ Hβ whenever α < β ≤ κ and β is infinite.

Example 2.13. Let H = V κ(R). Then [R] is an order-unit. If I, J are infinite sets

and I ′ is a set (finite or infinite) such that R
(I)
R ⊕R

(I′)
R

∼= R
(J)
R , then |I| ≤ |J |, because

the rank of an infinite rank free module is uniquely determined. Thus [R] is a faithful

order-unit. The order-unit [R] is not unique: If P is a progenerator, then [P ] is also a

faithful order-unit.

For the filtration above, we get H0 = V(R), Hℵ0 = Vℵ0(R), and more generally

Hα = V α(R) for all infinite cardinals α ≤ κ. By a theorem of Kaplansky every projective

module is a direct sum of countably generated projective modules [ Kap58 ]. Thus, H is
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generated as a κ-monoid by the countable subset Hℵ0 of isomorphism classes of countably

generated projective modules.

For later use we make note of the following easy fact.

Lemma 2.14. Let κ be an infinite cardinal and suppose H is a κ-monoid with order-unit

u. If t = κu+ l for some l ∈ H, then t = κu.

Proof. There exists l′ ∈ H such that l + l′ = κu. Then  (2) of Lemma  2.8 implies

l + κu = κu. Therefore t = κu. □

2.3. Basic realization results. We shall later be concerned with the realization of

κ-monoids as Vκ(R) for hereditary rings. It is illustrative, to familiarize ourselves with

the notions, to first consider two very easy realization results of this style.

2.3.1. Monoids of free modules. It is well-known that noncommutative rings do not

necessarily have invariant basis number (IBN). That it is, over a noncommutative ring

it may happen that Rm
R

∼= Rn
R for m ̸= n. However, for free modules of infinite rank

that rank is uniquely determined. Let F denote the class of all finitely generated free

R-modules. Then V(F) is a cyclic monoid, generated by [R].

Every cyclic monoid is isomorphic to either N0 or to Cm,n := N0/∼m,n where m ≥ 0,

n ≥ 1 and the congruence relation ∼m,n is given by k ∼m,n l if and only if |k − l| = n

and min{k, l} ≥ m. Thus we may view Cm,n as m+ n element set

{0, 1, . . . ,m,m+ 1, . . . ,m+ (n− 1)},

with l + kn identified with l whenever l ≥ m and k ≥ 0. Note that 1 is an order-unit.

A classical result of Leavitt shows that for every cyclic monoid C, there exists a ring

R with V(F) ∼= C [ Lea62 ]. Let us now consider the κ-monoid Vκ(Fκ) where Fκ is the

class of all free R-modules generated by at most κ elements. As the rank of an infinite

rank free module is always uniquely determined, whereas we can easily construct cyclic

κ-monoids in which some intervals of cardinals are identified, it is clear that we cannot

expect every cyclic κ-monoid to appear as Vκ(Fκ). The generator of a cyclic κ-monoid

is always an order-unit; the additional assumption for the generator to be a faithful

order-unit fixes the realization issue.

Lemma 2.15. Let κ be an infinite cardinal. Let C be a cyclic κ-monoid generated by a

faithful order-unit. Then C is isomorphic to

C0 ⊎ {α : α a cardinal with ℵ0 ≤ α ≤ κ },

with C0 the cyclic submonoid of size zero elements, and the obvious operation.
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Proof. Let u be a faithful order-unit that generates C as κ-monoid. By faithfulness of

u, necessarily u ≠ 0. The submonoid C0 = {nu : n ∈ N0 } of size zero elements is a

cyclic monoid. Faithfulness of u implies that αu ≠ βu for infinite cardinals α ̸= β, and

moreover that {αu : ℵ0 ≤ α ≤ κ } is disjoint from C0. The claimed isomorphism is

therefore given by αu 7→ α. □

Proposition 2.16. Let κ be an infinite cardinal and let C be a cyclic κ-monoid generated

by a faithful order-unit. Then there exists a ring R such that its class of κ-generated free

modules Fκ satisfies Vκ(Fκ) ∼= C.

Proof. Let C0 ⊆ C be the submonoid of size zero elements. By Leavitt’s theorem [ Lea62 ],

there exists a ring R such that V(F) ∼= C0 as monoids. Since Vκ(Fκ) and C are both

cyclic κ-monoids generated by faithful order-units, and whose size zero submonoids are

isomorphic, the previous lemma implies Vκ(Fκ) ∼= C as κ-monoids. □

Thus, in a trivial extension of Leavitt’s result, the κ-monoids having realization as

κ-monoids of free modules are precisely the cyclic κ-monoids generated by a faithful

order-unit.

2.3.2. Semisimple rings. If R is a semisimple ring, it has a finite number of isomorphism

classes of simple modules. Every module is a direct sum of simple modules, and the

decomposition is unique up to order and isomorphism of the factors. Moreover, for every

integer k ≥ 0 we can find a semisimple ring with precisely k distinct isomorphism classes

of simple modules. Hence semisimple rings realize precisely the finitely generated free

κ-monoids as their κ-monoids of projective modules. So we have the following.

Proposition 2.17.

(1) If R is a semisimple ring with n ≥ 0 isomorphism classes of simple modules, then

Vκ(R) ∼= Fn
κ .

(2) For every n ≥ 0 there exists a semisimple ring R with Vκ(R) ∼= Fn
κ .

2.4. κ−-monoids. In the following section we also have need for a slight variation on

the definition of a κ-monoid. Recall that an infinite cardinal κ is regular, if for every

family of sets (Si)i∈I where |I| < κ and |Si| < κ, it holds that∣∣∣⋃
i∈I

Si

∣∣∣ < κ.

For a set S we denote by S(κ) the families indexed by κ whose support has cardinality

strictly less than κ.

Definition 2.18. Let κ be a regular cardinal. A κ−-monoid is a set H together with an

element 0 ∈ H and a map Σ: H(κ) → H such that the following conditions are satisfied.



INFINITE DIRECT SUMS VIA MONOIDS 16

(B1) If x = (xi)i∈κ ∈ H(κ) with xi = 0 for all i ̸= 0, then
∑

i∈κ xi = x0.

(B2) If (xi,j)i∈κ,j∈κ ∈ Hκ×κ is a family such that

• there are strictly less than κ many i ∈ κ for which there exists j ∈ κ with

xi,j ̸= 0,

• there are strictly less than κ many j ∈ κ for which there exists i ∈ κ with

xi,j ̸= 0,

and π : κ× κ → κ is a bijection, then∑
i∈κ

∑
j∈κ

xi,j =
∑
k∈κ

xπ−1(k).

The analogues of Lemmas  2.5 ,  2.7 and  2.8 hold true (in Lemma  2.7 the cardinals must

be taken to be strictly less than κ; in  (2) of Lemma  2.8 the cardinal κ may be replaced

by any cardinal strictly less than κ). A κ−-homomorphism between κ−-monoids is a map

respecting the neutral element and the operation. The set Fκ− = {λ : λ < κ } forms

a κ−-monoid. Then the analogue of Proposition  2.9 holds, so that Fκ−(B) is the free

κ−-monoid on the basis B. An ℵ−
0 -monoid is simply a monoid.

Let C be a class of modules whose isomorphism classes form a set. If C is closed under

isomorphisms and direct sums on index sets of cardinality strictly less than λ, we define

the λ−-monoid of modules Vλ−
(C), analogous to Definition  2.4 .

Remark 2.19. To relate the two notions, note that every κ-monoid is a (κ+)−-monoid,

where κ+ denotes the successor cardinal of κ. (Since we have assumed the axiom of

choice, every successor cardinal is regular.)

Conversely, a κ−-monoid is a λ-monoid for all cardinals λ < κ by restricting the

operation, and these λ-monoid structures are compatible in the natural way. On the

other hand, given λ-monoid structures on H for each λ < κ that are compatible, we can

define a κ−-monoid structure on H. The only difficulty is  (B2) . However, the assumption

that κ is regular implies that for every family of cardinals λi < κ indexed by a set I of

cardinality strictly less than κ, we have
∑

i∈I λi = λ′ < κ. Thus, any sum occurring in

 (B2) can also be expressed in a λ′-monoid for λ′ < κ sufficiently large.

Having available the notion of κ−-monoids nevertheless is notationally convenient, as

it allows us to avoid dealing with a whole family of structures.

3. Braiding and universal κ-extensions

Throughout the section, let λ and κ be infinite cardinals (they may be the same or

different). Let κ+ denote the successor cardinal of κ. We assume throughout that λ is
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Figure 1. Illustration of a λ−-braiding of two families (Definition  3.1 ).
While the figure only indicates the part of the braiding with finite indices,
a general braiding breaks down into a disjoint union of such countable
ones ( (2) and  (3) of Lemma  3.4 ). We may think of the sets Ii and Jj as
intervals, as the order of the elements in the family does not matter
(Lemma  3.6 ).

regular, as we will be considering λ−-monoids. Recall that we use the notation ⟨X⟩κ to

denote the κ-submonoid of H generated by a subset X of H.

While our sums are indexed by the cardinal κ, or more generally an index set of

cardinality κ, in this section we will often have need to fix a well-order on the index set.

This well-order will always be an limit well-order, that is, every element i ∈ κ must have

a successor that we denote by i+ 1 by a slight abuse of notation. Elements which are

not successors are called limit elements (we consider the minimal element, denoted by 0,

to be a limit element).

An indexed partition of the set κ is a family of pairwise disjoint sets (Iµ)µ∈κ such that

κ =
⋃

µ∈κ Iµ. Some of the sets Iµ may be empty.

Definition 3.1. Fix a limit well-order on κ. Let X be a λ−-monoid.

(1) Two families (xi)i∈κ and (yj)j∈κ in X are λ−-braided if there exist indexed partitions

(Iµ)µ∈κ and (Jµ)µ∈κ of κ with |Iµ|, |Jµ| < λ, and families (uµ)µ∈κ and (vµ)µ∈κ in X

such that vµ = 0 whenever µ is a limit element, and∑
i∈Iµ

xi = vµ + uµ, and
∑
j∈Jµ

yj = vµ+1 + uµ for all µ ∈ κ.

(2) Suppose λ ≤ κ+. Let H be a κ-monoid and X a λ−-submonoid of H. Then H

is λ−-braided over X if H = ⟨X⟩κ, and all families (xi)i∈κ, (yj)j∈κ in X with∑
i∈κ xi =

∑
j∈κ yj are λ−-braided.

With notation as in the definition, we call (Iµ)µ∈κ and (Jµ)µ∈κ the corresponding

braiding partitions, and (uµ)µ∈κ and (vµ)µ∈κ the braiding families. We will later see that the

notion does not depend on the choice of well-order on κ (Lemma  3.5 ), so it is sensible to

index the families by cardinals and not by ordinals. This is also the reason for suppressing

the well-order in the notation. After establishing the independence from the well-order,

it will also make sense to index the families by arbitrary sets of cardinality κ and not just
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by κ itself. With some more work, we will see that braiding is an equivalence relation on

families indexed by κ (Lemma  3.8 ).

The case λ = ℵ−
0 , in which the sets Iµ and Jµ are finite, will turn out to be the most

interesting one (due to  (4) of Lemma  3.4 ). We therefore say that two families are braided

if they are ℵ−
0 -braided, and similarly that H is braided over X if it is ℵ−

0 -braided over X.

A telescoping argument shows that λ−-braided families have equal κ-sums.

Lemma 3.2. Let H be a κ-monoid and λ ≤ κ+. If (xi)i∈κ and (yj)j∈κ are families in

H that are λ−-braided, then ∑
i∈κ

xi =
∑
j∈κ

yj .

Proof. Let (Iµ)µ∈κ, (Jµ)µ∈κ be braiding partitions, and (uµ)µ∈κ, (vµ)µ∈κ be braiding

families. Then∑
i∈κ

xi =
∑
µ∈κ

∑
i∈Iµ

xi =
∑
µ∈κ

uµ + vµ =
∑
µ∈κ

µ a limit

vµ +
∑
µ∈κ

vµ+1 + uµ

=
∑
µ∈κ

vµ+1 + uµ =
∑
µ∈κ

∑
j∈Jµ

yj =
∑
j∈κ

yj . □

So λ−-braided families have equal κ-sums, and if H is λ−-braided over X, the converse

holds. We illustrate the braiding relation in some examples.

Examples 3.3.

(1) Consider the monoid (N0,+). Two families are ℵ−
0 -braided if they both have finite

support and the same sum, or if both of them have infinite support. The only

non-trivial part is to observe that two families (ai)i≥0 and (bi)i≥0 with infinite

supports are braided. But given any finite subsum of one family, say, am + · · ·+ an,

we can always find k ≤ l with am + · · ·+ an ≤ bk + · · ·+ bl, because bi ≥ 1. In this

way we can inductively construct a braiding of the two families. It follows that the

ℵ0-monoid (N0 ∪ {∞},+) with operation as in  (1) of Examples  2.3 is ℵ−
0 -braided

over the monoid N0.

(2) Now consider (R≥0,+). It is not hard check that two families are ℵ−
0 -braided if they

have the same sums in the sense of convergent series (which may be ∞ if the series

diverge) and if either both have finite support or both have infinite support. (To

see that two families with infinite support and the same limit are braided, note that

every finite subsum of one series must be strictly dominated by a finite subsum of

the second one. An inductive argument then gives the braiding.) For each a ∈ R>0

we can find series representations with finite support and with infinite support. It
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follows that neither of the two ℵ0-monoid structures on R≥0 ∪ {∞} introduced in

Examples  2.3  (1) and  (2) is braided over R≥0.

We can construct an ℵ0-monoid that is braided over R≥0 as follows. Let R̃>0

denote a disjoint copy of R>0 in which we denote the element corresponding to

a ∈ R>0 by ã. Let

H := R≥0 ∪ R̃>0 ∪ {∞}.
Note that there is only one copy of 0 and of ∞. For (ai)i≥0 ∈ H, let a =

∑∞
i=0 ai ∈

R≥0∪{∞} be the sum of the convergent series of real numbers (disregarding whether

the elements of the sequence live in R≥0 or in R̃>0). If a = ∞, we define the ℵ0-sum

to be
∑

i∈ℵ0
ai := ∞. Suppose a is finite. If all ai are in R≥0 and the family has

finite support, we set
∑

i∈ℵ0
ai := a ∈ R≥0. Otherwise, that is, if the family has

infinite support or one ai is in R̃≥0, we set
∑

i∈ℵ0
ai := ã. Then H is ℵ−

0 -braided

over R≥0, as two families in R≥0 have the same ℵ0-sum in H if and only if they

are braided. However H is not ℵ−
0 -braided over itself, as we can repeat the same

argument that showed R≥0 ∪ {∞} is not ℵ−
0 -braided over R>0 with the elements in

{0} ∪ R̃>0.

(3) We can repeat the construction in  (2) with (Q≥0,+), and end up with

Q≥0 ∪ R̃>0 ∪ {∞}.

Elements in R>0\Q can only be represented as convergent series with infinite support.

Accordingly we only get one copy of these irrational numbers.

In Examples  3.3 we always considered λ = ℵ0. Indeed, we now observe that the

braiding property collapses to a vastly simpler one if λ ≠ ℵ0 and becomes trivial in some

other edge-cases.

Lemma 3.4. Let X be a λ−-monoid, let (xi)i∈κ, (yj)j∈κ be two families in X, and fix a

limit well-order on κ.

(1) If (xi)i∈κ and (yj)j∈κ have support of cardinality strictly less than λ, and
∑

i∈κ xi =∑
i∈κ yi, then the families are λ−-braided.

(2) Suppose that (xi)i∈κ and (xj)k∈κ are λ−-braided with braiding partitions (Iµ)µ∈κ

and (Jµ)µ∈κ. Let L ⊆ κ denote the set of limit elements. For l ∈ L define I(l) :=⋃
m∈N0

Il+m and J(l) :=
⋃

m∈N0
Jl+m. Then, for all l ∈ L, the families (xi)i∈I(l) and

(yj)j∈J(l) are λ−-braided.

(3) Suppose that there are indexed partitions (I(l))l∈κ and (J(l))l∈κ of κ such that the

families (xi)i∈I(l) and (yj)j∈J(l) are λ−-braided for all l ∈ κ (with |I(l)| = |J(l)| = ∞
for all l ∈ κ). Then there exists a limit well-order on κ such that (xi)i∈κ and (yj)j∈κ

are λ−-braided.
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(4) If λ ̸= ℵ0, then (xi)i∈κ and (yj)j∈κ are λ−-braided if and only if there exist indexed

partitions (Iµ)µ∈κ and (Jµ)µ∈κ of κ, such that |Iµ|, |Jµ| < λ, and∑
i∈Iµ

xi =
∑
j∈Jµ

yj for all µ ∈ κ.

Proof.  (1) First observe that, due to the restriction on the support, the expressions

u0 :=
∑

i∈κ xi =
∑

j∈κ yj can actually be interpreted as λ−-sums and are therefore

well-defined. Now let I0 = J0 be a set of cardinality strictly less than λ containing the

supports of both families. Set uµ := 0 for all µ ∈ κ \ {0}, set vµ := 0 for all µ ∈ κ, and

distribute the remaining indices in an arbitrary fashion among the Iµ and Jµ in such a

way that the cardinality restriction |Iµ|, |Jµ| < λ is satisfied. Then the braiding property

of Definition  3.1 is satisfied.

 (2) We obtain a braiding of (xµ)µ∈I(l) and (yµ)µ∈J(l) from the corresponding subfamilies

(Il+m)m∈N0 and (Jl+m)m∈N0 of the braiding partitions and (ul+m)m∈N0 and (vl+m)m∈N0

of the braiding families.

 (3) We have κ =
⋃

l∈κ I(l) =
⋃

l∈κ J(l), with each of the unions being disjoint. Let

κl := |I(l)| = |J(l)| ≤ κ. For l ∈ κ and the subfamilies (xi)i∈I(l) and (yj)j∈J(l), let

(Il,µ)µ∈κl
, (Jl,µ)µ∈κl

be the corresponding braiding partitions and (ul,µ)µ∈κl
, (vl,µ)µ∈κl

the braiding families. The braiding of (xi)i∈I(l) and (yj)j∈J(l) involves the choice of a

limit well-order on κl. Consider the set Ω := { (l, j) ∈ κ× κ : j ∈ κl }. It is well-ordered
by (l, j) < (l′, j′) if and only if l < l′ or l = l′ and j < j′. Let π : κ → Ω be a bijection.

Transferring the well-order of Ω to κ via π, and setting I ′µ := Iπ(µ), J
′
µ := Jπ(µ), and

u′µ := uπ(µ), v
′
µ := vπ(µ), shows that (xi)i∈κ and (yj)j∈κ are λ−-braided.

 (4) It is clear that two families satisfying the property in  (4) are braided over X by

choosing vµ := 0 and uµ :=
∑

i∈Iµ xi for all µ ∈ κ.

For the converse, suppose (xi)i∈κ and (yj)j∈κ are braided over X with braiding

partitions (Iµ)µ∈κ, (Jµ)µ∈κ and braiding families (uµ)µ∈κ, (vµ)µ∈κ. For a limit element

µ ∈ κ, set I ′µ :=
⋃

n∈N0
Iµ+n and J ′

µ :=
⋃

i∈N0
Jµ+n; for all other µ simply set Iµ := Jµ := ∅.

Because λ is uncountable, we still have |I ′µ|, |J ′
µ| < λ, and now∑

i∈I′µ

xi =
∑
j∈J ′

µ

yj for all µ ∈ κ,

by  (2) and the telescoping argument (Lemma  3.2 ). □

We show that Definition  3.1 is actually independent of the choice of well-order.

Lemma 3.5. Being λ−-braided does not depend on the choice of well-order on κ.
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Proof. If κ ̸= ℵ0, this is clear from  (4) of Lemma  3.4 . We now consider the countable

case. To be explicit about the chosen well-order on ℵ0 we now index our families and

sums by (countable) ordinals. Correspondingly we speak of α-braided families for an

ordinal α. Let α be a countable ordinal. Since ω ⊆ α, it is easy to see that ω-braided

families are α-braided, by setting the additional sets of the braiding partitions to the

empty set, and the additional elements of the braiding families to 0.

Conversely, suppose that (xi)i∈α, (yj)j∈α are α-braided, with braiding partitions

(Iµ)µ∈α, (Jµ)µ∈α and braiding families (uµ)µ∈α, (vµ)µ∈α. We can now use a diagonal

argument. Let L = {l1, l2, . . .} ⊆ α denote the subset of all limit ordinals, including 0, in

α (because α is countable, the set L is countable or finite). We define

I ′n :=
⋃

i+j=n

Ili+j , J ′
n :=

⋃
i+j=n

Jli+j , u′n :=
∑

i+j=n

uli+j , and v′n :=
∑

i+j=n

vli+j ,

for n ∈ ω (if L is finite, we tacitly assume that the non-defined terms are omitted from

the unions, respectively, sums). Keeping in mind vli = 0, it is routine to verify that this

gives a braiding on the index set ω. □

We now observe some basic properties of the λ−-braidedness relation.

Lemma 3.6. Let X be a λ−-monoid.

(1) If (xµ)µ∈κ is a family in X and π : κ → κ is a bijection, then (xµ)µ∈κ is braided to

(xπ(µ))µ∈κ.

(2) Being λ−-braided is a reflexive and symmetric relation on families indexed by κ.

Proof.  (1) Define Iµ := {π(µ)}, Jµ := {µ} and set uµ := xπ(µ) and vµ := 0 for all µ ∈ κ.

This defines a braiding of (xµ)µ∈κ and (xπ(µ))µ∈κ.

 (2) Reflexivity follows by applying  (1) with π the identity map. Symmetry is a matter

of shifting the indices: suppose (xi)i∈I and (yj)j∈J are braided over X with braiding

partitions (Iµ)µ∈κ, (Jµ)µ∈κ and braiding families (uµ)µ∈κ, (vµ)µ∈κ. For limit elements

µ ∈ κ, we set u′µ = uµ + vµ+1, v
′
µ = 0, and I ′µ = Jµ, J

′
µ = Iµ ∪ Iµ+1. For non-limit

elements µ we set u′µ := vµ+1, v
′
µ = uµ and I ′µ = Jµ, J

′
µ = Iµ+1. For µ a limit element,

we then have∑
i∈I′µ

yi = vµ+1 + uµ = v′µ + u′µ and
∑
j∈J ′

µ

xj = vµ + uµ + vµ+1 + uµ+1 = u′µ + v′µ+1.

Similarly, for a non-limit µ ∈ κ,∑
i∈I′µ

yi = vµ+1 + uµ = v′µ + u′µ and
∑
j∈J ′

µ

xj = vµ+1 + uµ+1 = v′µ+1 + u′µ.

Thus (yj)i∈κ and (xj)j∈κ are also braided over X. □
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While the proof of the transitivity of the braiding relation is not especially difficult, it

is quite technical to state. The main reason for that is the need to match up two possibly

different indexed partitions for one family. The following preliminary lemma is of help in

this step, and encapsulates most of the technicalities.

Lemma 3.7. Let X be a λ−-monoid. Fix a limit well-order on κ. Let (xi)i∈κ, (yj)j∈κ,

and (zk)k∈κ be families in X such that (xi)i∈κ and (yj)j∈κ are λ−-braided and (yj)j∈κ

and (zk)k∈κ are λ−-braided. Then there exist λ−-braidings of (xi)i∈κ and (yj)j∈κ with

braiding partitions (Iµ)µ∈κ, (Jµ)µ∈κ, and λ−-braidings of (yj)j∈κ and (zk)k∈κ with braiding

partitions (J ′
µ)µ∈κ, (K

′
µ)µ∈κ such that⋃
ν≤µ

Jν ⊆
⋃
ν≤µ

J ′
ν ⊆

⋃
ν≤µ+1

Jν for µ ∈ κ.

Proof. It will be convenient to have some additional terminology available. We call a

subset S ⊆ κ a (half-open) λ−-interval if it is of the form

S =
⋃
l∈L

{ l + i : nl ≤ i < ml }

for a set of limit elements L ⊆ κ with |L| < λ, and non-negative integers nl < ml. The

set of left endpoints of S is left(S) := { l + nl : l ∈ L }. The set of right endpoints of S is

right(S) := { l +ml − 1 : l ∈ L } and we write right(S)+ for the set of successors of the

right endpoints. An interval S is left saturated in κ \ T (with T an arbitrary subset) if,

whenever s ∈ S is a successor and s− 1 ̸∈ T , then s− 1 ∈ S.

Let (Lµ)µ∈κ, (Mµ)µ∈κ be braiding partitions and (aµ)µ∈κ, (bµ)µ∈κ be braiding families

for a λ−-braiding of (xi)i∈κ and (yj)j∈κ. Similarly, let (M ′
µ)µ∈κ, (Nµ)µ∈κ be braiding

partitions and (cµ)µ∈κ, (dµ)µ∈κ braiding families for a λ−-braiding of (yj)j∈κ and (zk)k∈κ.

We construct the desired braidings by transfinite recursion. Specifically, for µ ∈ κ

we construct λ−-intervals Aµ, Bµ, and uµ, vµ, vµ+1, gµ, hµ, hµ+1 ∈ X, such that the

following properties all hold.

(1) If µ is a limit element, then vµ = hµ = 0.

(2) With Iµ :=
⋃

ν∈Aµ
Lν and Jµ :=

⋃
ν∈Aµ

Mν ,∑
i∈Iµ

xi = uµ + vµ and
∑
j∈Jµ

yj = uµ + vµ+1.

(3) With J ′
µ :=

⋃
ν∈Bµ

M ′
ν and Kµ :=

⋃
ν∈Bµ

Nν ,∑
j∈J ′

µ

yj = gµ + hµ and
∑
k∈Kµ

zk = gµ + hµ+1.

(4) It holds that
⋃

ν≤µ Jµ ⊆
⋃

ν≤µ J
′
µ and

⋃
ν<µ J

′
ν ⊆

⋃
ν≤µ Jν .
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(5) The λ−-interval Aµ is left saturated in κ \
⋃

ν<µAν , and analogously for Bµ.

(6) If β ∈ κ is such that β + n < µ for all n ∈ N0, then
⋃

n∈N0
Aβ+n is closed under

successors. The analogous statement holds for Bβ.

(7) uµ =
∑

ν∈Aµ
aν +

∑
ν∈Aµ\left(Aµ)

bν and vµ+1 =
∑

ν∈right(Aµ)+
bν ;

(8) gµ =
∑

ν∈Bµ
cν +

∑
ν∈Bµ\left(Bµ)

dν and hµ+1 =
∑

ν∈right(Bµ)+
dν .

Let α ∈ κ and suppose that these properties hold for all µ < α. We now construct

the sets Aα, Bα and elements uα, vα+1, gα, hα+1 so that these properties remain true for

µ = α. Note that vα and hα are already defined (either by recursion or by vα = hα = 0

if α is a limit element). If α is a limit element, by a slight abuse of notation, let

J ′
α−1 = Jα−1 = ∅ for notational convenience. Because |J ′

α−1| < λ, there exists a set Aα

with |Aα| < λ and such that we can cover

J ′
α−1 \

⋃
ν<α

Jν ⊆
⋃

ν∈Aα

Mν .

By  (2) we can take Aα ⊆ κ\
⋃

ν<αAν . Growing Aα if necessary, we may also assume that

it contains the minimum of κ \
⋃

ν<αAν if this set is nonempty. If α is a successor, we

can further assume that for every ν ∈ right(Aα−1) we have ν + 1 ∈ Aα. Finally, without

restriction, we can take Aα to be a λ−-interval that is left saturated in κ \
⋃

ν<αAν .

Now define uα, vα+1 according to  (7) . We verify  (2) . Regularity of λ and |Aα| < λ

imply |Iα|, |Jα| < λ. Suppose ν ∈ left(Aα). Then either ν is a limit element, in which

case bν = 0, or α must be a successor and ν− 1 ∈ Aα−1 (this follows from  (6) and the left

saturated choice of Aα). In the second case ν−1 ∈ right(Aα−1). Thus vα =
∑

ν∈left(Aα)
bν ,

and hence ∑
i∈Iα

xi =
∑
ν∈Aα

aν + bν = uα + vα.

Similarly ∑
i∈Jα

yi =
∑
ν∈Aα

aν + bν+1 = uα + vα+1.

Observe that  (6) holds because we ensured ν + 1 ∈ Aα for every ν ∈ right(Aα−1)

whenever α is a successor.

The construction of Bα is analogous. Define Bα in such a way that

Jα \
⋃
ν<α

J ′
ν ⊆

⋃
ν∈Bα

M ′
ν .

Again we can assume that Bα is a λ−-interval, left saturated in κ \
⋃

ν<α Bν . We can

also assume that Bα contains the minimum of κ \
⋃

ν<α Bν (if this set is nonempty), and,

if α is a successor, that ν + 1 ∈ Bα for all ν ∈ right(Bα−1). One verifies the claimed

properties in the same way as for Aα.



INFINITE DIRECT SUMS VIA MONOIDS 24

It only remains to observe that the constructed braiding partitions indeed exhaust the

set κ. For this it is sufficient for the famalies (Aµ)µ∈κ and (Bµ)µ∈κ to exhaust κ. This is

ensured by adding the minimum of the complement in each step, if this complement is

nonempty. □

Lemma 3.8. Let X be a λ−-monoid. The λ−-braiding relation is transitive on families

indexed by κ, and hence it is an equivalence relation.

Proof. Let (xi)i∈κ and (yj)j∈κ be braided by braiding partitions (Iµ)µ∈κ, (Jµ)µ∈κ and

braiding families (uµ)µ∈κ, (vµ)µ∈κ, and let (yj)j∈κ and (zk)k∈κ be braided by braiding

partitions (J ′
µ)µ∈κ, (Kµ)µ∈κ and braiding families (aµ)µ∈κ, (bµ)µ∈κ. By Lemma  3.7 we

may assume

(1)
⋃
ν≤µ

Jν ⊆
⋃
ν≤µ

J ′
ν ⊆

⋃
ν≤µ+1

Jν for µ ∈ κ.

Bearing in mind that J ′
µ∩ (

⋃
ν<µ J

′
ν) = ∅, Eq. ( 1 ) implies J ′

µ ⊆ Jµ∪Jµ+1. Because Eq. ( 1 )

also readily implies
⋃

ν<µ J
′
ν ⊆

⋃
ν≤µ Jν , we similarly obtain Jµ+1 ⊆ J ′

µ ∪ J ′
µ+1. For µ a

limit element, we get
⋃

ν<µ Jν =
⋃

ν<µ Jν′ from Eq. ( 1 ), and so even Jµ ⊆ J ′
µ. Set

sµ :=
∑

j∈J ′
µ\Jµ

yj =
∑

j∈Jµ+1\J ′
µ+1

yj and tµ :=
∑

j∈Jµ+1\J ′
µ

yj =
∑

J ′
µ+1\Jµ+2

yj .

Then∑
j∈Jµ+1∪Jµ+2

yj =
∑

j∈J ′
µ+1

yj + sµ + tµ+1, and
∑

j∈J ′
µ+2∪J ′

µ+3

yj =
∑

j∈Jµ+3

yj + sµ+3 + tµ+1,

and thus

uµ+1 + vµ+2 + uµ+2 + vµ+3 = aµ+1 + bµ+1 + sµ + tµ+1,(2)

aµ+2 + bµ+2 + aµ+3 + bµ+3 = uµ+3 + vµ+4 + sµ+3 + tµ+1.(3)

For every limit element µ and every l ∈ N0, we define Mµ := Iµ, Nµ := Kµ and

Mµ+l+1 := Iµ+3l+1 ∪ Iµ+3l+2 ∪ Iµ+3l+3 and Nµ+l+1 := Kµ+3l+1 ∪Kµ+3l+2 ∪Kµ+3l+3. Set

cµ := uµ, cµ+l+1 := aµ+3l+1 + tµ+3l+1 + uµ+3l+3,

dµ := 0, dµ+l+1 := sµ+3l + bµ+3l+1 + vµ+3l+1 (for l ≥ 0).

We claim that this gives a λ−-braiding of (xi)i∈κ and (zk)k∈κ. Indeed for µ a limit element

trivially
∑

m∈Mµ
xm = uµ, and (keeping in mind Jµ ⊆ J ′

µ)∑
n∈Nµ

zn = aµ + bµ+1 =
∑
j∈J ′

µ

yj + bµ+1 =
∑
j∈Jµ

yj + sµ + bµ+1

= uµ + vµ+1 + sµ + bµ+1 = cµ + dµ+1.
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If l ≥ 0, then, using Eq. ( 2 ),∑
n∈Mµ+l+1

xn =
3∑

i=1

uµ+3l+i + vµ+3l+i

= uµ+3l+3 + vµ+3l+1 + aµ+3l+1 + bµ+3l+1 + sµ+3l + tµ+3l+1

= cµ+l+1 + dµ+l+1.

Similarly, using Eq. (  3 ),∑
n∈Nµ+l+1

zn =
3∑

i=1

aµ+3l+i + bµ+3l+i+1

= aµ+3l+1 + bµ+3l+4 + uµ+3l+3 + vµ+3l+4 + sµ+3l+3 + tµ+3l+1

= cµ+l+1 + dµ+l+2.

Thus (xi)i∈κ and (zk)k∈κ are λ−-braided. □

3.1. Universal κ-extensions. Having shown that the λ−-braiding relation is an equiva-

lence relation on κ-indexed families over a λ−-monoid X, in this subsection we construct

a κ-overmonoid of X satisfying a natural universal property. It will turn out that this

κ-overmonoid is equivalently characterized by being λ−-braided over X. We first observe

a crucial extension property for λ−-homomorphisms.

Proposition 3.9. Let λ ≤ κ, let H be a κ-monoid, and H ⊆ H a λ−-submonoid.

Suppose H is λ−-braided over H. If φ : H → K is a λ−-homomorphism to a κ-monoid

K, then there exists a unique κ-homomorphism φ : H → K extending φ.

Proof. Since ⟨H⟩κ = H, every x ∈ H can be represented in the form x =
∑

i∈κ xi with

xi ∈ H, and necessarily

φ(x) =
∑
i∈κ

φ(xi) =
∑
i∈κ

φ(xi),

so the uniqueness of the extension is clear.

To check its existence, suppose x =
∑

i∈κ xi =
∑

j∈κ yj with xi, yj ∈ H. Then the

families (xi)i∈κ and (yj)j∈κ are λ−-braided. Let (Iµ)µ∈κ, (Jµ)µ∈κ be braiding partitions,

and (uµ)µ∈κ, (vµ)µ∈κ be corresponding braiding families. Keep in mind |Iµ|, |Jµ| < λ.

Then∑
i∈κ

φ(xi) =
∑
µ∈κ

∑
i∈Iµ

φ(xi) =
∑
µ∈κ

φ
(∑

i∈Iµ

xi

)
=

∑
µ∈κ

φ(vµ + uµ) =
∑
µ∈κ

φ(vµ) + φ(uµ)

=
∑
µ∈κ

φ(vµ+1) + φ(uµ) =
∑
µ∈κ

φ(vµ+1 + uµ) =
∑
µ∈κ

φ
( ∑

j∈Jµ

yj

)
=

∑
µ∈κ

∑
j∈Jµ

φ(yj) =
∑
j∈κ

φ(yj).
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Thus there is a well-defined map φ : H → K mapping x =
∑

i∈κ xi to
∑

i∈κ φ(xi). Then

φ|H = φ is clear.

We check that φ is a κ-homomorphism. Let (xi)i∈κ be a family in H. Since H = ⟨H⟩κ,
we can represent each xi as xi =

∑
j∈κ xi,j with xi,j ∈ H. Then

φ
(∑

i∈κ
xi

)
= φ

(∑
i∈κ

∑
j∈κ

xi,j) = φ
( ∑

(i,j)∈κ2

xi,j

)
=

∑
(i,j)∈κ2

φ(xi,j) =
∑
i∈κ

φ(xi).

Here we used  (A2) to transform the double sum into a single one. Then, keeping in mind

xi,j ∈ H, the definition of φ allows us to exchange the κ-sum and the application of the

homomorphism. □

Given a λ−-monoid H, we are now going to construct a κ-monoid Ĥ that is a λ−-

braided λ−-overmonoid of H. Because of the previous proposition, this overmonoid is

characterized by a universal property.

Definition 3.10 (Universal Property). Let λ ≤ κ. Let H be a λ−-monoid. A κ-

monoid Ĥ is a universal κ-extension of H if there is a λ−-homomorphism ι : H → Ĥ

satisfying: for every λ−-homomorphism φ : H → K to a κ-monoid K, there exists a

unique κ-homomorphism φ̂ : Ĥ → K such that φ = φ̂ ◦ ι.

Being characterized by a universal property, universal κ-extensions are unique up to a

unique isomorphism and we may speak of the universal κ-extension. Therefore this gives

an equivalent characterization of λ−-braided κ-overmonoids.

Theorem 3.11. Let λ ≤ κ. Let H be a λ−-monoid.

(1) There exists a κ-monoid Ĥ ⊇ H which is a λ−-overmonoid of H and which is

λ−-braided over H.

(2) The κ-monoid Ĥ is the universal κ-extension of H.

Proof.  (1) As a set, let Ĥ := Hκ/∼, where ∼ is the relation of being λ−-braided. We

already know that this relation is an equivalence relation (Lemma  3.8 ). We denote

equivalence classes by square brackets. For ν ∈ κ, let (x
(ν)
µ )µ∈κ ∈ Hκ. The operation on

Ĥ is the one induced from the concatenation of families, that is,∑
ν∈κ

[(x(ν)µ )µ∈κ] := [(x(ν)µ )µ,ν∈κ].

To see that this is well-defined, recall first that the braiding relation does not depend on

the order of elements in the family (Lemma  3.6 ), so it does not matter which bijection

we use to identify κ × κ with κ on the right side. Further, if (x
(ν)
µ )µ∈κ ∼ (y

(ν)
µ )µ∈κ for

every ν ∈ κ, then these λ−-braidings can trivially be concatenated to a λ−-braiding of
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(x
(ν)
µ )µ,ν∈κ and (y

(ν)
µ )µ,ν∈κ. Thus the operation is well-defined. It is straightforward that

Ĥ is a κ-monoid.

We can embed H into Ĥ, by mapping x to [(xµ)µ∈κ] with x0 = x and xµ = 0 for

µ ∈ κ \ {0}. (By Lemma  3.6 it does not actually matter into which component we embed

H.) By  (1) of Lemma  3.4 , the embedding is a λ−-homomorphism. Without restriction,

we may therefore consider H to be a λ−-submonoid of Ĥ. By construction Ĥ is generated

by H as a κ-monoid. Also by construction, the κ-monoid Ĥ is λ−-braided over H.

 (2) It suffices to verify the universal property. Since Ĥ is λ−-braided over H, this follows

from Proposition  3.9 . □

3.2. Some universal κ-extensions. To finish this section, we determine some universal

κ-extensions. Aside from providing some easy examples, this will come in handy in the

context of monoids of modules in Examples  4.8 .

Examples 3.12. From Examples  3.3 , we obtain some universal ℵ0-extensions. Namely

N̂0
∼= N0 ∪ {∞}, R̂≥0

∼= R≥0 ∪ R̃>0 ∪ {∞}, Q̂≥0
∼= Q≥0 ∪ R̃>0 ∪ {∞}.

We start with a lemma. Recall that Fκ(B) denotes the free κ-monoid on a basis B,

and Fλ−(B) denotes the free λ−-monoid on a basis B. Also recall that if H is a monoid

and S is a submonoid, then S ⊆ H is saturated if, whenever s = t+ h with s, t ∈ S and

h ∈ H, then also h ∈ S. In other words, if s, t ∈ S and t is a summand of s in H, then t

is a summand of s in S.

Lemma 3.13. Let λ ≤ κ.

(1) The free κ-monoid Fκ(B) is the universal κ-extension of the free λ−-monoid Fλ−(B).

(2) Let H be a λ−-monoid, let Ĥ be the universal κ-extension, and let S ⊆ H be a

λ−-submonoid. Suppose that λ ̸= ℵ0 or that S ⊆ H is a saturated submonoid. Then

⟨S⟩κ ⊆ Ĥ is the universal κ-extension of S.

Proof.  (1) The universal property (Definition  3.10 ) is satisfied by Proposition  2.9 .

 (2) If we can show that ⟨S⟩κ is λ−-braided over S, then it follows that ⟨S⟩κ = Ŝ. Let

(xi)i∈κ and (yj)j∈κ be families in S with
∑

i∈κ xi =
∑

j∈κ yj ∈ Ĥ. Because Ĥ is λ−-

braided over H, there exist braiding partitions (Iµ)µ∈κ, (Jµ)µ∈κ and braiding families

(uµ)µ∈κ, (vµ)µ∈κ in H. We have to show uµ, vµ ∈ S.

First consider the case in which λ ̸= ℵ0. Then Lemma  3.4  (4) allows us to assume

vµ = 0 for all µ ∈ κ. Hence uµ =
∑

i∈Iµ xi =
∑

j∈Jµ yj ∈ S.
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Now consider the case in which S is a saturated submonoid of H. If µ is a limit

element, then vµ = 0 and uµ =
∑

i∈Iµ xi ∈ S. Observe

uµ+n + vµ+n =
∑

i∈Iµ+n

xi ∈ S and uµ+n + vµ+n+1 =
∑

j∈Jµ+n

yj ∈ S

for all limit elements µ and n ∈ N0. Thus, the saturatedness of S in H and transfinite

induction imply uµ+n, vµ+n ∈ S. □

We now consider a natural class of submonoids of finitely generated free abelian

monoids. Recall that Fκ denotes the κ-monoid consisting of all cardinals less than or

equal to κ, and analogously Fκ− denotes the κ−-monoid of all cardinals strictly less than

κ (if κ is regular). In particular Fℵ−
0
= N0 and Fℵ0 = N0 ∪ {ℵ0}.

Following [ HP10 ,  HP14a ], we consider submonoids of the free κ-monoid Fn
κ (with

n ∈ N0) defined by any number and combination of

• homogeneous linear equations of the form a1x1+ · · ·+anxn = b1x1+ · · ·+ bnxn with

coefficients ai, bi ∈ N0,

• homogeneous linear inequalities of the form a1x1 + · · ·+ anxn ≤ b1x1 + · · ·+ bnxn

with ai, bi ∈ N0, and

• homogeneous congruences of the form a1x1 + · · ·+ anxn ∈ dFκ for ai, d ∈ N0.

Some important differences between submonoids of Nn
0 versus κ-submonoids of Fn

κ

defined by homogeneous linear equations, inequalities, and congruencese arise from the

fact that Nn
0 is cancellative while Fn

κ is not.

First, while a submonoid of Nn
0 defined by homogeneous linear inequalities can always

be transformed into one defined by equations, through the introduction of additional

slack variables, this is no longer the case in Fn
ℵ0

(see [  HP14a , Example 4.3]). However, of

course, a homogeneous linear equation may always be replaced by two inequalities.

Second, using the cancellativity of Nn
0 , it is also easy to see that a submonoid of Nn

0

defined by homogeneous linear equations, inequalities, and congruences is saturated.

However, this is no longer true for similarly defined κ-submonoids of Fn
κ with infinite κ.

Proposition 3.14. (1) Let H ⊆ Fn
ℵ0

be an ℵ0-monoid defined by any number and

combination of homogeneous linear equations, inequalities, and congruences. Then the

universal κ-extension Ĥ is the κ-submonoid of Fn
κ defined by the same homogeneous

linear equations, inequalities, and congruences.

(2) Let H ⊆ Nn
0 be a monoid defined by any number and combination of homogeneous

linear equations, inequalities, and congruences. Then the universal ℵ0-extension Ĥ

is the ℵ0-submonoid

H + ℵ0H ⊆ Fn
ℵ0
.
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Explicitly, the elements of ℵ0H are obtained from those of H by replacing every

nonzero component by ℵ0 while the zeroes remain.

Proof.  (1) By  (2) of Lemma  3.13 , which is applicable with λ = ℵ1, it suffices to show that

⟨H⟩κ in Fn
κ is defined by the same equations, inequalities, and congruences as H itself in

Fn
ℵ0
. Any element of ⟨H⟩κ will satisfy these equations, inequalities, and congruences. So

it suffices to show: given a system of equations/inequalities/congruences in Fn
κ , every

solution can be represented as a κ-sum of solutions in Fn
ℵ0
.

First consider a single linear equation

(4) a1x1 + · · ·+ anxn = b1x1 + · · ·+ bnxn.

Let α = (α1, . . . , αn) ∈ Fn
κ be a solution of Eq. ( 4 ). If any αi is infinite and ai ̸= 0 or

bi ̸= 0, then (α1, . . . , αn) being a solution of Eq. (  4 ) is equivalent to

max{a1α1, . . . , anαn} = max{b1α1, . . . , bnαn}.

Thus, if we define β = (β1, . . . , βn) as βi = min{αi,ℵ0}, we obtain a solution in Fn
ℵ0
.

Moreover, for each cardinal ℵ0 ≤ λ ≤ κ, we can set γ
(λ)
i = 0 if αi < λ and γ

(λ)
i = ℵ0 if

αi ≥ λ to obtain another solution γ(λ) = (γ
(λ)
1 , . . . , γ

(λ)
n ).

The definitions of β and γ(λ) depend on α but not on the coefficients in Eq. ( 4 ), and

so the same process works for a solution of a system of linear equations. Moreover, it

also works for inequalities and congruences. Thus, if α ∈ Fn
κ is a solution to a system of

such equations, inequalities, and congruences, then

α = β +
∑

ℵ0≤λ≤κ

λγ(λ)

decomposes as a κ-sum with β, γ(λ) ∈ Fn
ℵ0

solutions of the same system of equations,

inequalities, and congruences.

 (2) The submonoid H of Nn
0 is saturated. By  (2) of Lemma  3.13 it suffices to show

⟨H⟩ℵ0 = H + ℵ0H. The inclusion H + ℵ0H ⊆ ⟨H⟩ℵ0 is clear. Let a =
∑

j∈ℵ0
a(j) ∈ Fn

ℵ0

with a(j) ∈ H. Suppose a = (a1, . . . , an). Let I ⊆ {1, . . . , n} be the set of all i for which

ai is finite, and let I be its complement in {1, . . . , n}. There is a finite subset J ⊆ ℵ0

such that a
(j)
i = 0 for all j ̸∈ J and i ∈ I. Then

a =
∑
j∈J

a(j) + ℵ0

∑
j∈ℵ0\J

a(j).

There exists a finite J ′ ⊆ ℵ0 \ J such that all components of
∑

j∈J ′ a(j) with index in I

are nonzero. Hence

ℵ0

∑
j∈ℵ0\J

a(j) = ℵ0

∑
j∈J ′

a(j) ∈ ℵ0H. □
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At this point it is illustrative to recall an example of Herbera and Př́ıhoda [ HP10 ,

Example 2.8] to see that the conclusion of  (1) indeed does not hold for the extension

from monoids to ℵ0-monoids.

Example 3.15. The monoid H = { (n, n) : n ∈ N0 } ⊆ N2
0 can be defined as solution set of

the equation x = y or of 2x = x+ y. One gets

Ĥ = { (n, n) : n ∈ N0 } ∪ {(ℵ0,ℵ0)} ∼= Fℵ0 .

This corresponds to the submonoid of F 2
ℵ0

defined by x = y. However, the submonoid of

F 2
ℵ0

defined by 2x = x+ y is

{ (n, n) : n ∈ N0 } ∪ {(ℵ0, n) : n ∈ N0} ∪ {(ℵ0,ℵ0)}.

Proposition  3.14 implies that this phenomenon disappears for larger cardinals.

Remark 3.16. Saturated submonoids of Nn
0 are finitely generated reduced Krull monoids.

Conversely, every finitely generated reduced Krull monoid is isomorphic to a Diophantine

monoid, that is, a submonoid of Nn
0 defined by linear homogeneous equations [ CKO02 ,

Theorem 3.1]. Proposition  3.14 therefore determines the universal κ-extensions of finitely

generated reduced Krull monoids. In other contexts, finitely generated reduced Krull

monoids are also known as reduced normal affine monoids.

4. κ-Monoids of modules

Having developed the notion of braidings and universal κ-extension, we are now ready

to prove our main result on κ-monoids of modules. We use a slight variation on the

notion of a κ-small module [ Fac98 , Chapters 2.9 and 2.10].

Definition 4.1. Let λ be an infinite cardinal and let R be a ring. An R-module M is

λ−-small, if whenever φ : M →
⊕

i∈I Mi is a homomorphism, then imφ is contained in

some
⊕

i∈I′ Mi with I ′ ⊆ I and |I ′| < λ.

Example 4.2. (1) A λ-small module is one for which only the non-strict inequality

|I ′| ≤ λ holds. If λ+ denotes the successor of λ, then every λ-small module is

(λ+)−-small.

(2) Every module generated by strictly fewer than λ many elements is λ−-small. In

particular, finitely generated modules are ℵ−
0 -small. Countably generated modules

are ℵ−
1 -small (equivalently, ℵ0-small).

(3) Let C be a class of modules closed under isomorphisms, under κ-indexed direct sums,

and under direct summands. Let λ ≤ κ be a regular cardinal. If Cλ− is the subclass

of modules generated by strictly fewer than λ many elements, then Cλ− is a class of
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λ−-small modules closed under direct sums of cardinality strictly less than λ, and

under direct summands.

Theorem 4.3. Let R be a ring, let κ be an infinite cardinal, and let C be a class of

modules whose isomorphism classes form a set. Suppose that C is closed under direct sums

over index sets of cardinality at most κ, under direct summands, and under isomorphisms.

Consider Vκ(C) and let λ ≤ κ be a regular cardinal. Let Cλ− ⊆ C be a subclass of λ−-small

modules that is closed under isomorphisms, direct summands, and under direct sums on

index sets of cardinality strictly less than λ, and let

Vλ−
(Cλ−) =

{
[M ] ∈ Vκ(C) : M ∈ Cλ−

}
.

Then the κ-submonoid of Vκ(C) generated by Vλ−
(Cλ−) is λ−-braided over Vλ−

(Cλ−).

In particular, if every module in C is a direct sum of modules in Cλ−, then Vκ(C) is
λ−-braided over Vλ−

(Cλ−).

We recall the following basic facts that we use in the proof of Theorem  4.3 .

(M1) If A, B, C are submodules of some module M and M = A⊕ B = A⊕ C, then

B ∼= M/A ∼= C. (Here it is important that A is the identical submodule on both

sides; in general we can of course not conclude B ∼= C from A⊕B ∼= A⊕ C.)

(M2) If M = A ⊕ B and A ⊆ C ⊆ M , then C = A ⊕ (B ∩ C). In particular, if

A ⊆ C ⊆ M and A is a direct summand of M , it is a direct summand of C.

Proof of Theorem  4.3 . Let H =
〈
Vλ−

(Cλ−)
〉
κ
be the κ-submonoid of Vκ(C) generated

by Vλ−
(Cλ−). The claim of the theorem is that H is λ−-braided over the λ−-monoid

Vλ−
(Cλ−). Suppose that

⊕
i∈κAi

∼=
⊕

j∈κBj for modules Ai, Bj ∈ Cλ− . We have to

show that the families ([Ai])i∈κ and ([Bj ])j∈κ are λ−-braided over Vλ−
(Cλ−). Without

restriction we may assume
⊕

i∈κAi =
⊕

j∈κBj , so that the direct sums are internal ones

with all modules considered to be submodules of M :=
⊕

i∈κAi.

Fix a limit well-order on κ, thus ensuring that every µ ∈ κ has a successor µ+ 1. We

will construct indexed partitions (Iµ)µ∈κ and (Jµ)µ∈κ of κ with |Iµ|, |Jµ| < λ and families

of submodules (Sµ)µ∈κ, (Tµ)µ∈κ of M such that Tµ = 0 for every limit element, and for

all α ∈ κ

(5)
⊕
µ≤α

⊕
i∈Iµ

Ai =
⊕
µ≤α

Sµ ⊕ Tµ and
⊕
µ≤α

⊕
j∈Jµ

Bj =
⊕
µ≤α

Tµ+1 ⊕ Sµ.

By  (M1) , Eq. ( 5 ) then implies⊕
i∈Iµ

Ai
∼= Sµ ⊕ Tµ, and

⊕
j∈Jµ

Bj
∼= Tµ+1 ⊕ Sµ for all µ ∈ κ.
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Furthermore, since the Ai, respectively Bj , are in Cλ− and |Iµ|, |Jµ| < λ, the modules Sµ

and Tµ are also in Cλ− .

The construction proceeds by transfinite recursion on α ∈ κ. So let α ∈ κ and suppose

that, for all µ < α, we have defined Iµ ⊆ κ, Jµ ⊆ κ with |Iµ|, |Jµ| < λ and submodules

Sµ, Tµ and Tµ+1 of M , so that Tµ = 0 whenever µ is a limit element, and the following

properties hold:

(6)
⊕
µ<α

⊕
i∈Iµ

Ai =
⊕
µ<α

Sµ ⊕ Tµ and
⊕
µ<α

⊕
j∈Jµ

Bj =
⊕
µ<α

Tµ+1 ⊕ Sµ.

We need to define index sets Iα, Jα and modules Sα, Tα+1 so that these properties remain

true when the direct sums include µ = α.

Keeping in mind Tµ = 0 for limit elements µ, Eq. ( 6 ) yields

(7) Tα ⊕
⊕
µ<α

⊕
i∈Iµ

Ai =
⊕
µ<α

⊕
j∈Jµ

Bj .

Set I ′ := κ \
⋃

µ<α Iµ and J ′ := κ \
⋃

µ<α Jµ.

We first deal with the (trivial) case I ′ = ∅. Then

(8) M =
⊕
µ<α

⊕
i∈Iµ

Ai,

so necessarily Tα = 0. Thus, setting Iα := Jα := ∅ and Sα := Tα+1 := 0, we have that

Eq. ( 5 ) is trivially satisfied.

We may now assume I ′ ̸= ∅. Since Tα is λ−-small, there exists some Iα ⊆ I ′ with

|Iα| < λ such that

Tα ⊕
⊕
µ<α

⊕
i∈Iµ

Ai ⊆
⊕
µ≤α

⊕
i∈Iµ

Ai ⊆ M.

Enlarging Iα if necessary, we may in addition assume min I ′ ∈ Iα. Since the left side

is a direct summand of M =
⊕

j∈κBj (by Eq. (  7 )), it is also a direct summand of⊕
µ≤α

⊕
i∈Iµ Ai by  (M2) . So we can choose Sα such that

Sα ⊕ Tα ⊕
⊕
µ<α

⊕
i∈Iµ

Ai =
⊕
µ≤α

⊕
i∈Iµ

Ai.

This deals with the left side of Eq. (  5 ).

Using  (M1) , we get Sα ⊕ Tα
∼=

⊕
i∈Iα Ai. Therefore Sα ∈ Cλ− , in particular, the

module Sα is λ−-small. Thus there exists Jα ⊆ J ′ with |Jα| < λ such that

Sα ⊕
⊕
µ<α

⊕
j∈Jµ

Bj ⊆
⊕
µ≤α

⊕
j∈Jµ

Bj .

As before, keeping in mind  (M2) , we find Tα+1 such that

Tα+1 ⊕ Sα ⊕
⊕
µ<α

⊕
j∈Jµ

Bj =
⊕
µ≤α

⊕
j∈Jµ

Bj .
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Now we have constructed families (Iµ)µ∈κ, (Jµ)µ∈κ and (Sµ)µ∈κ, (Tµ)µ∈κ satisfying

Eq. ( 5 ) for all α ∈ κ. By construction the sets in the families (Iµ)µ∈κ are pairwise disjoint,

and the same holds for (Jµ)µ∈κ. It remains to establish κ =
⋃

µ∈κ Iµ =
⋃

µ∈κ Jµ. For this,

note that when constructing Iα, whenever I
′ ̸= ∅, we have ensured min I ′ ∈ Iα. Thus, at

the point we construct Iα, we must have min I ′ ≥ α. Therefore α ∈ Iβ for some β ≤ α.

Let J ′ := κ \
⋃

µ∈κ Jµ. Taking the union over all α in Eq. (  5 ), we have

M =
⊕
µ∈κ

⊕
i∈Iµ

Ai =
⊕
µ∈κ

⊕
j∈Jµ

Bj .

Thus, for every j ∈ J ′ we have Bj = 0. We now modify the Jµ’s in such a way, that

we add the elements of J ′ to distinct Jµ’s. This preserves |Jµ| < λ, while all the other

equations in Eq. ( 5 ) are trivially preserved due to Bj = 0. Now κ =
⋃

µ∈κ Jµ. □

Corollary 4.4. Let R be a ring, let κ be an infinite cardinal, and let λ ≤ κ be a regular

cardinal. Let C be a class of modules whose isomorphism classes form a set. Suppose

that C is closed under direct sums over index sets of cardinality at most κ, under direct

summands, and under isomorphisms. Let Cλ− denote the subclass of modules that are

generated by strictly fewer than λ many elements.

(1) The κ-submonoid of Vκ(C) generated by Vλ−
(Cλ−) is λ−-braided over Vλ−

(Cλ−).

(2) If every module in C is a direct sum of modules generated by strictly fewer than λ

many elements, then Vκ(C) is λ−-braided over Vλ−
(Cλ−).

We note the consequences for projective modules.

Corollary 4.5. Let R be a ring. Let κ be an infinite cardinal, and let λ ≤ κ be a regular

cardinal.

(1) For all λ ≥ ℵ1, the κ-monoid Vκ(R) is the universal κ-extension of the λ−-monoid

Vλ−
(R).

(2) Vκ(R) is the universal κ-extension of the ℵ0-monoid Vℵ0(R).

(3) If every projective module is a direct sum of finitely generated modules, then Vκ(R)

is the universal κ-extension of the monoid V(R).

Proof.  (1) By Kaplansky’s Theorem [ Kap58 ], every projective module is a direct sum

of countably generated projective modules, and therefore in particular a direct sum of

λ−-generated modules. Thus Vκ(R) is λ−-braided over Vλ−
(R) by Theorem  4.3 .

 (2) This is the special case λ = ℵ1 of  (1) .

 (3) Under the stated assumption, we may apply Theorem  4.3 with λ = ℵ0. □
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Corollary  4.5 shows that Vℵ0(R) fully determines Vκ(R) for every infinite cardinal

κ. It therefore supplements Kaplansky’s theorem: not just is every projective module a

direct sum of countably generated modules, but all the relations on these direct sums

are also induced from relations between countable direct sums of countably generated

projective modules.

Of particular interest is the case where every projective module is a direct sum of

finitely generated modules. Then the monoid V(R) fully determines Vκ(R), and thus all

relations between direct sums of projective modules are induced from relations between

finite direct sums of finitely generated projective modules. Large classes of rings satisfy

this condition. McGovern, Puninski, and Rothmaler [ MPR07 ] give a great overview over

these results and give a characterization of rings over which every projective module is

a direct sum of finitely generated modules [  MPR07 , Theorem 4.2]. We summarize the

consequences in the following.

Corollary 4.6. Let R be a ring and κ an infinite cardinal. Under each of the following

conditions, Vκ(R) is the universal κ-extension of V(R).

(1) R is weakly semihereditary.

(2) R is left or right semihereditary (that is, finitely generated left or right ideals are

projective).

(3) R is an exchange ring.

(4) R is semiperfect.

(5) R is a weakly noetherian commutative ring.

(6) R is a Bézout ring with one-sided Krull dimension; in particular, commutative

Bézout rings with finite uniform dimension.

Proof. Statement  (1) is a result of Bergman [ Ber72 , Proposition 4.4], see also [ MPR07 ,

Section 5], generalizing earlier results of Kaplansky in the commutative case [ Kap58 ],

Albrecht in the hereditary case [ Alb61 ], and Bass in the semihereditary case [ Bas64 ,

Theorem 3]. Statement  (2) is a special case of  (1) . Note that the modules under

consideration are always right modules, but also the left semihereditary property implies

that right projective modules are direct sums of finitely generated modules.

The case of exchange rings is due to Warfield [ War72 , Corollary 3], see also [ MPR07 ,

Fact 3.6], with the special case of semiperfect rings due to Mueller [ Mue70 , Theorem 3].

For weakly noetherian commutative rings the result was shown by Hinohara [ Hin63 ], see

also [ MPR07 , Fact 3.1]. The last result is due to McGovern, Puninski, and Rothmaler

[ MPR07 , Corollary 8.2]. □
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Given a κ-monoid H and element x ∈ H, we write

add(x) := { y ∈ H : there exist z ∈ H, n ∈ N0 with y + z = nx }

for the set of all summands of multiples of x. (In multiplicative language it is the

divisor-closed submonoid of H generated by x.) For an infinite cardinal λ ≤ κ, we

similarly define

addλ(x) := { y ∈ H : there exists z ∈ H with y + z = λx } = add
(
⟨x⟩λ

)
.

The monoid V(R) is a reduced commutative monoid with order-unit (induced by the

isomorphism class of the right module R). In their seminal papers Bergman [ Ber74 ]

and Bergman and Dicks [  BD78 ] show that for hereditary rings a converse is true: for

every reduced commutative monoid with order-unit and every field k, there exists a

hereditary k-algebra R with V(R) ∼= H. This realization result depends crucially on

Bergman’s universal localizations. More recently, Ara and Goodearl have shown that one

can take R to be a Leavitt path algebra of a finitely separated graph [ AG12 , Proposition

4.4, Corollary 4.5]. At its heart the construction of Ara and Goodearl still makes use

of Bergman’s universal localizations. However it has the attractive feature that the

algebras are defined by a separated graph, and given a presentation of a monoid it is

straightforward to construct a suitable separated graph.

Since Vκ(R) is braided over V(R) for hereditary rings R, the machinery we have

developed allows us to immediately extend the realization results to κ-monoids.

Corollary 4.7. Let H be a κ-monoid.

(1) The following statements are equivalent.

(a) There exists x ∈ H such that H is braided over add(x).

(b) For every field k there exists a hereditary k-algebra R such that Vκ(R) ∼= H.

(c) There exists a right hereditary ring R such that Vκ(R) ∼= H.

(2) The following statements are equivalent for a ring R and a κ-monoid H.

(a) There exists x ∈ H such that H is ℵ−
1 -braided over addℵ0(x) and Vℵ0(R) ∼=

addℵ0(x).

(b) Vκ(R) ∼= H.

Proof.  (1)  (a) ⇒  (b) The monoid add(x) is a reduced monoid with order-unit. By the

Bergman–Dicks realization result there exists a k-algebra R such that V(R) ∼= add(x).

Now Corollary  4.6 implies that Vκ(R) is braided over V(R). Hence Vκ(R) and H are

both the universal κ-extension of add(x) and therefore isomorphic as κ-monoids.

 (b) ⇒  (c) Trivial.
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 (c) ⇒  (a) We have V(R) = add([R]). By Corollary  4.6 the κ-monoid Vκ(R) is braided

over V(R).

 (2)  (a) ⇒  (b) By Corollary  4.6 and uniqueness of the universal κ-extension, we have

Vκ(R) ∼= H.

 (b) ⇒  (a) By  (2) of Corollary  4.5 . □

In case there are projective modules that are not direct sums of finitely generated

modules, the monoid V(R) in general does not determine Vℵ0(R). However, in this case

Vℵ0(R) still determines Vκ(R) for all κ > ℵ0.

Herbera and Př́ıhoda [ HP10 ,  HP14a ] as well as Herbera, Př́ıhoda, and Wiegand

[ HPW23 ] have recently studied the monoid of countably generated projective modules

V∗(R) for several interesting classes of rings. In these cases the monoids are typically

submonoids of some Fn
ℵ0
, with the components induced from some dimension function,

and so it is easy to see that the induced ℵ0-monoid structure is the one coming from Fn
ℵ0
.

One may then apply our results to extend the description from V∗(R) to Vκ(R).

We discuss these as well as some other examples in the context of our results.

Examples 4.8.

(1) Ascent of finite/countable KRSA to infinite KRSA. Let C be a class of

modules closed under κ-indexed direct sums, direct summands, and isomorphisms.

We also assume that the isomorphism classes in C form a set. The class C satisfies

the Krull–Schmidt–Remak–Azumaya (KRSA) property for finite direct sums if and

only if every module is a finite direct sum of indecomposables and
m⊕
i=1

Ai
∼=

n⊕
i=1

Bi

with indecomposable modules Ai, Bi ∈ C implies that m = n and that there exists

a permutation σ such that Ai
∼= Bσ(i) for all i. KRSA for finite direct sums is

equivalent to V(C) being a free abelian monoid.

Let Cfg denote the subclass of finitely generated modules. If every module in

C is a direct sum of finitely generated modules, then Vκ(C) is braided over V(Cfg)
by Theorem  4.3 . If V(Cfg) is a free abelian monoid, then Vκ(C) is a free κ-monoid

(Lemma  3.13 ). Thus, direct sums of indecomposable modules in C indexed by

arbitrary index sets are unique. In other words, our results show that finite KRSA

implies infinite KRSA if every module in C is a direct sum of finitely generated

modules.

Analogously, if every module in C is a direct sum of < λ-generated modules

for some regular cardinal λ and Vλ−
(C) is a free λ−-monoid, then Vκ(C) is a free

κ-monoid for all κ ≥ λ.
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In particular: if countable direct-sum decompositions of projective modules into

countably generated indecomposable modules exist and are unique, then (arbitrary)

direct-sum decompositions into indecomposable projective modules are unique. (Us-

ing Kaplansky’s theorem to get that all indecomposable projectives are countably

generated.)

Suppose that R has finite KRSA for finitely generated projective modules. Then

Theorem  4.3 together with Lemma  3.13 shows that direct-sum decompositions of

projective modules into direct sums of finitely generated projective modules are

unique. However, one must be careful in that direct sums of finitely-generated

projective modules may in general also have indecomposable direct summands

that are not finitely generated, and Theorem  4.3 does not imply anything about

decompositions involving such modules. In terms of the κ-monoids, the κ-monoid

⟨V(R)⟩κ is braided over V(R), but
〈
V(R)

〉
κ
may not be closed under summands (in

other words, divisor-closed) in Vκ(R).

(2) Direct summands of infinite direct sums. When studying infinite direct sums

in some class of modules, a natural question that arises is whether every direct sum-

mand of a direct sum of finitely generated modules must itself be finitely generated

(see [ HPW23 , Question 1.1]). This question can now naturally be translated into the

setting of κ-monoids as follows. Let C denote a class of modules of interest (closed

under direct sums over index sets of cardinality κ, direct summands, and isomor-

phism), and let Cfg denote the subclass of finitely generated modules. The question

then becomes: when is the κ-submonoid of Vκ(C) generated by the submonoid V(Cfg)
closed under summands (i.e., divisor-closed in the multiplicative language)?

(3) Suppose that R is a ring over which every projective module is a direct sum of

finitely generated modules. Then V(R) fully determines Vκ(R), and in particular

Vℵ0(R).

• If V(R) ∼= N0, then Vℵ0(R) ∼= N0 ∪ {∞} by  (1) of Examples  3.3 .

• If V(R) ∼= Q≥0 or V(R) ∼= R≥0, then  (2) and  (3) of Examples  3.3 show

Vℵ0(R) ∼= V(R) ∪ R̃≥0 ∪ {∞}.

• If V(R) is isomorphic to a submonoid of Nn
0 , defined by homogeneous linear

equations, inequalities, and congruences, then Proposition  3.14 describes Vℵ0(R)

and further Vκ(R) for κ > ℵ0.

(4) Let R be a commutative hereditary domain, that is, a Dedekind domain. In this case

Steinitz’s theorem fully describes V(R). Every finitely generated projective module

P ̸= 0 can be represented as P ∼= Rn ⊕ I with n ≥ 0 and 0 ̸= I an ideal of R. The
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rank n+ 1 and the class [I] ∈ G := Pic(R) uniquely determine P up to isomorphism.

Thus

V(R) = {0} ∪
(
(N≥1,+)×G

)
=

{
(n, g) ∈ N0 ×G : n ≥ 1 or g = 0

}
.

Because R is hereditary, every projective module is a direct sum of finitely generated

projective modules. It is easy to check that two infinite families over V(R) are

braided if and only if their ranks (the first components) add up to the same cardinal.

This follows inductively from the observation that (n, g) is always a summand of

(m,h) if 1 ≤ n < m. Thus

Vκ(R) = V̂(R) ∼= { (α, g) ∈ Fκ ×G : 1 ≤ α < ℵ0 or g = 0 }.

In particular, non-finitely generated projective modules are free. (Of course this is

well-known, see for instance the next point.)

(5) Let R be a commutative noetherian ring that is connected (that is, it does not contain

any non-trivial idempotent). By a well-known theorem of Bass [ Bas63 , Corollary

4.5] non-finitely generated projective modules over R are free. Thus, in this case,

Vκ(R) = V(R) ∪ {λ : ℵ0 ≤ λ ≤ κ }.

(6) A ring R is semilocal if R/J(R) is semisimple (here J(R) denotes the Jacobson

radical). In this case V(R/J(R)) ∼= Nn
0 and the map R → R/J(R) induces a monoid

monomorphism V(R) → V(R/J(R)), that is in fact even a divisor homomorphism.

Then V(R) is a Krull monoid and the embedding V(R) → V(R/J(R)) allows one to

study this monoid.

Denote by V∗(R) the monoid of countably generated projective modules. Herbera

and Př́ıhoda have shown that V∗(R) can also be described as a submonoid of

V∗(R/J(R)) ∼= Fn
ℵ0

(their notation for Fℵ0 is N∗
0 = N0 ∪ {0}) by homogeneous linear

equations and congruences, in case R is noetherian [  HP10 , Theorem 2.6]. This

involves the use of significant additional results from module theory, beyond the

ones needed for the finitely generated case.

If R is non-noetherian one can also realize monoids defined by homogeneous linear

inequalities [ HP14a , Theorem 1.6], but a full description of all possible V∗(R) is not

known.

From the fact that the components of Nn
0 are induced by a dimension vector on

modules over R/J(R), it is easy to see that the monoids described by Herbera and

Př́ıhoda are in fact ℵ0-submodules of Fn
ℵ0
. Thus their work fully describes Vℵ0(R).

It is now possible, with our purely monoid-theoretical methods, to extend this to a

description of Vκ(R): indeed Vκ(R) is the κ-submonoid of Fn
κ generated by the same

linear equations, inequalities, and congruences as Vℵ0(R) by  (1) of Proposition  3.14 .
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In the special case that every projective module is a direct sum of finitely generated

projective modules, the monoids Vℵ0(R) in turn afford an easy description in terms

of V(R) [ HP10 , Corollary 7.9]. As one would expect, we can now recover this result

using our monoid-theoretical methods (specifically, this is  (2) of Proposition  3.14 ).

(7) For hereditary noetherian prime (HNP) rings, a far reaching generalization of

Steinitz’s theorem describes (stable) isomorphism classes of finitely generated pro-

jective modules. This theory is developed in the monograph by Levy and Robson

[ LR11 ]. Two modules M , N are stably isomorphic if M ⊕Rn ∼= N ⊕Rn for some

n ≥ 1. In the case of HNP rings one can always take n = 1. We write U(R), Uκ(R),

etc. for monoids (κ-monoids) of stable isomorphism classes of projective modules.

If the uniform dimension of the modules is at least two, then stably isomorphic

modules are isomorphic [ LR11 , Theorem 34.6], and so the difference between Vκ(R)

and Uκ(R) is not as big as one might initially fear. In particular, any stably

isomorphism of an infinite direct sum will in fact be an isomorphism and so the

conclusion of Theorem  4.3 holds. Thus Uκ(R) is braided over U(R), and so in

principle Uκ(R) can be determined from U(R) with monoid-theoretic methods.

However, we do not carry this out here: Uκ(R) has already been described in detail

[ LR11 , Chapter 8]. We merely describe the two resulting monoids.

A description of U(R) can be deduced from [ LR11 , Chapter 6]. These monoids

and arithmetical invariants describing the factorization of elements therein (hence

arithmetical invariants of direct-sum decompositions of finitely generated projective

modules) were studied in [ BGGS15 , Section 6], see in particular [ BGGS15 , Theorem

6.5]. For a reduced commutative cancellative monoid D and an abelian group G

define

D ∝ G = { (h, g) ∈ D ×G : h ̸= 0 or g = 0 }.

Let NΩ
0 (c,Λ) be defined as in [ BGGS15 , Definition 6.3], as a submonoid of NΩ

0 (the

set Ω corresponds to the isomorphism classes of unfaithful simple modules; the vector

c = (ci)i∈Ω ∈ Q≥0 encodes the local ranks of R at the unfaithful simple modules,

and Λ is a partition of Ω \ {0} encoding the structure of cycle towers). By [ BGGS15 ,

Theorem 6.5]

U(R) ∼= NΩ
0 (c,Λ) ∝ G(R),

with G(R) the ideal class group of R. Then Uκ(R) \ U(R) ⊆ FΩ
κ consists of all

x = (xi)i∈Ω ∈ FΩ
κ for which x0 is infinite, and the following conditions are satisfied:

• xi ≤ x0 for all i ∈ I,

• for every infinite cardinal α < x0, there are only finitely many i ∈ I with xi ≤ α,

and
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• for every finite n, there are only finitely many i ∈ I with xi ≤ nci.

This follows from [ LR11 , Theorems 45.7, 45.13, and 46.1].

If R is a Dedekind prime ring, then NΩ
0 (c,Λ) = N0 and the description becomes

much more simple; indeed

Uκ(R) = (N0 ∝ G(R)) ∪ {λ : ℵ0 ≤ λ ≤ κ },

and the only (possible) difference to the commutative case is that stably isomorphic

uniform right ideals need not be isomorphic.

5. Realization to hereditary rings for two-generated ℵ0-monoids

Over a ring where every projective module is a direct sum of finitely generated modules

(such as a hereditary ring), the ℵ0-monoid Vℵ0(R) is completely determined by the

monoid V(R) (Corollary  4.7 ). Every reduced monoid H with an order-unit is isomorphic

to V(R) for a hereditary k-algebra for an arbitrary field k, by a theorem of Bergman

and Dicks (see Section  4 ). Thus, understanding the ℵ0-monoids H that can be realized

as Vℵ0(R) of a hereditary ring amounts to understanding the universal ℵ0-extensions of

reduced commutative monoids with order-unit.

It is easily seen that a cyclic ℵ0-monoid with generator x can be realized as Vℵ0(R) of

a hereditary ring if and only if ℵ0x ̸= nx for all n ∈ N0. Equivalently, the monoid is of

the form C ∪ {∞} with C a cyclic monoid (these monoids are described in Section  2.3.1 ).

In this section we give a description of all two-generated ℵ0-monoids that can be realized

as Vℵ0(R) of a hereditary ring.

Throughout the section, let H be a non-cyclic ℵ0-monoid generated by two elements

x1 and x2. Then every y ∈ H can be represented as y =
∑

k∈ℵ0
yk with yk equal to

either x1 or x2. Since the order of the elements in the family (yk)k∈ℵ0 does not matter,

it is convenient to represent such a family as αX1 + βX2, where 0 ≤ α ≤ ℵ0 is the

number of elements in the family that are equal to x1, and 0 ≤ β ≤ ℵ0 is the number of

elements that are equal to x2. We call such a representation αX1 + βX2 a form. Each

form αX1 + βX2 represents an element αx1 + βx2 ∈ H (but of course, multiple forms

may represent the same element). We say that αX1 + βX2 is an infinite form if at least

one of α, β is infinite, and a finite form otherwise. Depending on H, an element may

have both infinite and finite forms.

We start with a number of basic observations.

Lemma 5.1. Suppose H ∼= Vℵ0(R) for some ring R over which projective modules are

direct sums of finitely generated modules. Then x1 and x2 correspond to finitely generated

modules, the ℵ0-monoid H is braided over add(x1 + x2), and

V(R) ∼= add(x1 + x2) = ⟨x1, x2⟩.
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Proof. Let [Pi] be the image of xi under the isomorphism. As x1, x2 ̸= 0 by assumption,

the modules P1 and P2 must both be nonzero.

Every projective module M can be expressed as M ∼= P
(α)
1 ⊕P

(β)
2 for some 0 ≤ α, β ≤

ℵ0. If M is finitely generated, then α and β must both be finite. Furthermore, both

P1 and P2 must show up as direct summands of some finitely generated modules; for

otherwise V(R) would be cyclic, and hence so would be Vℵ0(R), as it is generated as

ℵ0-monoid by V(R). We conclude that P1 and P2 are finitely generated and V(R) =〈
[P1], [P2]

〉
= add([P1] + [P2]). By  (1) of Corollary  4.7 , the ℵ0-monoid Vℵ0(R) is braided

over add([R]) = add([P1] + [P2]). □

Lemma 5.2.

(1) An infinite and a finite form cannot be braided.

(2) Two finite forms of an element are braided over add(x1 + x2).

(3) If xi ∈ add(xj) and no element in H has an infinite and a finite form, then the

two forms αXi + ℵ0Xj and βXi + ℵ0Xj are braided over add(x1 + x2) for every

0 ≤ α, β ≤ ℵ0.

(4) Suppose xi ̸∈ add(xj) and no element in H has an infinite and a finite form. If

mXi + ℵ0Xj and nXi + ℵ0Xj with m, n finite are braided over add(x1 + x2), then

mxi + kxj = nxi + k′xj for some finite k, k′.

(5) Let H be braided over add(x1 + x2). Then we have xi ∈ add(xj) if and only if

ℵ0(x1 + x2) = ℵ0xj.

Proof.  (1) and  (2) are clear.

 (3) Since the braiding relation is transitive and symmetric, it suffices to consider the case

β = 0. First consider the case in which α is finite. We want to show that αXi + ℵ0Xj

and ℵ0Xj are braided. Since α is finite and xi ∈ add(xj), the element αxi is in add(xj).

Thus, for some t ∈ H and integer n ≥ 1, we have nxj = t+ αxi. The form αXi + ℵ0Xj

corresponds to a family (yk)k∈ℵ0 , where yk = xi for 0 ≤ k ≤ α− 1 and yk = xj for k ≥ α.

To show that (yk)k∈ℵ0 and the constant family (xj)k∈ℵ0 are braided, define partitions

I0 := {0, . . . , α− 1},

Ik := {α+ n(k − 1), . . . , α+ n(k − 1) + n− 1} for k ≥ 1, and

Jk := {nk, . . . , nk + n− 1} for k ≥ 0.

Setting uk := αxi for every k ≥ 0 and vk := t for every k ≥ 1 (with v0 = 0), gives the

desired braiding families.

Now consider the case α = ℵ0. There exists an integer m > 0 and t ∈ H such that

mxj = xi + t. Since H is generated by x1 and x2, we can write t = m′xi + n′xj . We
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have that m′ and n′ are finite, because otherwise mxj would have a finite and an infinite

form, contradicting our assumption. Now mxj = (m′ + 1)xi + n′xj . Adding xj to both

sides if necessary, we may assume m, n′ > 0. Consider the constant family (xj)k∈ℵ0 and

the family (yk)k∈ℵ0 where

yk =

xi for l(m′ + n′ + 1) ≤ k ≤ l(m′ + n′ + 1) +m′

xj for l(m′ + n′ + 1) +m′ + 1 ≤ k ≤ l(m′ + n′ + 1) +m′ + n′

for all l ≥ 0. Then

m′+n′∑
r=0

yl(m′+n′+1)+r = (m′ + 1)xi + n′xj = mxj ,

and it follows easily that the two families are braided.

 (4) Let (Iµ)µ∈ℵ0 and (Jµ)µ∈ℵ0 be braiding partitions of mXi + ℵ0Xj and nXi + ℵ0Xj

with corresponding braiding families (uµ)µ∈ℵ0 and (vµ)µ∈ℵ0 . Choose a finite α ≥ 0 such

that
⋃

µ≤α Iµ and
⋃

µ≤α Jµ cover all of the finitely many copies of xi. Then there exist

finite m′, n′ such that

mxi +m′xj + vα+1 =
∑
µ≤α

(uµ + vµ) + vα+1 =
∑
µ≤α

uµ + vµ+1 = nxi + n′xj .

Further uα+1 + vα+1 must be a finite multiple of xj , so that vα+1 ∈ add(xj), say,

vα+1 + w = rxj for some w ∈ H and some integer r.

Because x1 and x2 generate H, we can write vα+1 = βxi + γxj with 0 ≤ β, γ ≤ ℵ0.

Now xi ̸∈ add(xj) and vα+1 ∈ add(xj) implies β = 0. Applying the property that

no element has an infinite and a finite form to rxj , we see that γ is finite. Thus

mxi + (m′ + γ)xj = nxi + n′xj .

 (5) Clearly xi ∈ add(xj) implies ℵ0xj = ℵ0(x1 + x2). Suppose ℵ0(x1 + x2) = ℵ0xj . Since

H is braided over add(xi + xj), we conclude that there exist positive integers m, n, and

t ∈ add(x1 + x2) such that nxj = m(x1 + x2) + t. Thus, xi ∈ add(xj). □

The following describes two-generated ℵ0-monoids realizable over a hereditary ring.

Theorem 5.3. A non-cyclic ℵ0-monoid H generated by two elements x1, x2 is isomorphic

to Vℵ0(R) for a hereditary ring R, if and only if the following conditions hold for

1 ≤ i ̸= j ≤ 2.

(i) nxi+ℵ0xj = ℵ0xi+ℵ0xj with n finite implies ℵ0xj = ℵ0xi+ℵ0xj and xi ∈ add(xj).

(ii) If xi ̸∈ add(xj) and mxi + ℵ0xj = nxi + ℵ0xj with m, n finite, then there exist

finite k, k′ such that mxi + kxj = nxi + k′xj.

(iii) An element of H cannot have both finite and infinite forms.
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Proof. First suppose that H ∼= Vℵ0(R) for a hereditary ring R. Then H is braided over

add(x1+x2) by Lemma  5.1 . Thus  (iii) follows from Lemma  5.2  (1) . Consider condition  (ii) .

If mxi + ℵ0xj = nxi + ℵ0xj , then mXi + ℵ0Xj and nXi + ℵ0Xj are braided. Hence

Lemma  5.2  (4) yields  (ii) .

We check  (i) . If nxi+ℵ0xj = ℵ0xi+ℵ0xj , then the forms nXi+ℵ0Xj and ℵ0Xi+ℵ0Xj

are braided. Label the first family, namely nXi+ℵ0Xj , by (yi)i∈ℵ0 in some arbitrary way.

Suppose we have braiding partitions (Iµ)µ∈ℵ0 and (Jµ)µ∈ℵ0 . Since all but finitely many

elements of (yk)k∈ℵ0 are equal to xj , we must have
∑

i∈Iµ yi = |Iµ|xj for all but finitely

many µ ∈ ℵ0. However, the form ℵ0Xi + ℵ0Xj contains infinitely many copies of xi, and

so necessarily xi ∈ add(xj) from the braiding relation. Now Lemma  5.2  (3) implies that

ℵ0Xj and ℵ0Xi + ℵ0Xj are braided. Hence ℵ0xj = ℵ0xi + ℵ0xj , and the claim follows.

Now suppose that H satisfies conditions  (i) – (iii) . To show that H ∼= Vℵ0(R) for some

hereditary ring R, it suffices to show that H is braided over add(x1 + x2), by  (1) of

Corollary  4.7 . By condition  (iii) , elements of add(x1 + x2) can only have finite forms.

Hence add(x1 + x2) = ⟨x1, x2⟩. It therefore suffices to prove: if αxi + βxj = α′xi + β′xj ,

then αXi + βXj and α′Xi + β′Xj are braided. By condition  (iii) , it suffices to consider

the following cases, where m, n, m′, n′ are finite.

• mxi + nxj = m′xi + n′xj : In this case mXi + nXj and m′Xi + n′Xj are braided by

 (2) of Lemma  5.2 .

• mxi + ℵ0xj = m′xi + ℵ0xj : If xi ∈ add(xj), then Lemma  5.2  (3) implies that

mXi + ℵ0Xj and m′Xi + ℵ0Xj are braided. Suppose xi ̸∈ add(xj). Then condition

 (ii) implies mxi + kxj = m′xi + k′xj for some finite k, k′. From this we can easily

construct a braiding of mXi + ℵ0Xj and m′Xi + ℵ0Xj .

• ℵ0xi+nxj = mxi+ℵ0xj : Adding ℵ0xj , respectively, ℵ0xi to both sides, condition  (i) 

implies xi ∈ add(xj) and xj ∈ add(xi). Then Lemma  5.2  (3) shows that ℵ0Xi + nXj

and ℵ0Xi +ℵ0Xj are braided. The forms mXi +ℵ0Xj and ℵ0Xi +ℵ0Xj are braided

by the same lemma. Now transitivity and symmetry of the braiding relation implies

that ℵ0Xi + nXj and mXi + ℵ0Xj are braided.

• mxi + ℵ0xj = ℵ0xi + ℵ0xj : We get ℵ0xj = ℵ0xi + ℵ0xj and xi ∈ add(xj) from

condition  (i) . Lemma  5.2  (3) shows that mXi + ℵ0Xj and ℵ0Xi + ℵ0Xj are braided.

Thus, in each case two forms representing the same element are braided, and so H is

braided over add(xi + xj). □

Conditions of the type xi ∈ add(xj) and xi ̸∈ add(xj) appear in the previous theorem,

and as they are natural conditions in terms of the modules, it makes some sense to
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distinguish these cases and look at realizability in each them separately. For this we first

need a result on trace ideals.

If P is a projective module, the trace of P is

Tr(P ) :=
∑

f∈Hom(P,R)

im(f).

Recall that Tr(P ) is an idempotent ideal of R, and that Tr(P ) is the least among all

ideals I such that P = PI, see for example [  PP09 ] and [ Whi80 ].

Proposition 5.4. Let R be a ring with non-cyclic Vℵ0(R) and two projective modules

P1 and P2 whose isomorphism classes generate Vℵ0(R). Then the following statements

are equivalent:

(a) Tr(P2) ⊆ Tr(P1),

(b) Tr(P1) = R,

(c) P2 is a direct summand of P
(ℵ0)
1 ,

(d) P
(ℵ0)
1 is free.

If R is hereditary, then we have Tr(P1) = Tr(P2) if and only if all countably (non finitely)

generated projective modules are free.

Proof. Since [P1] and [P2] generate Vℵ0(R), there are finite m, n ≥ 0 such that R ∼=
Pm
1 ⊕ Pn

2 . Replacing P1 and P2 by isomorphic copies, we may assume R = Pm
1 ⊕ Pn

2 .

Let I := Tr(P1) and J := Tr(P2).

 (a) ⇒  (b) If J ⊆ I, then P2I = P2, and hence I = R.

 (b) ⇒  (c) By the definition of the trace we have R = Tr(P1) =
∑

f∈Hom(P1,R) im(f). Let

1R ∈ im(f1) + · · · + im(fk). Then we have an epimorphism f1 + · · · + fk : P k
1 → R.

Therefore, the module R is isomorphic to a direct summand of P k
1 . Consequently, the

module R(ℵ0) is isomorphic to a direct summand of P
(ℵ0)
1 . The claim follows because P2

is a direct summand of R(ℵ0).

 (c) ⇒  (d) The assumption implies that P
(ℵ0)
1 is an order-unit. Furthermore P

(ℵ0)
1 ⊕P

(ℵ0)
2

∼=
R(ℵ0). Now Lemma  2.14 implies P

(ℵ0)
1

∼= R(ℵ0).

 (d) ⇒  (a) We have I = Tr(P1) = R and hence J ⊆ I.

For the final statement, suppose Tr(P1) = Tr(P2) (the other direction is trivial). Then

P
(ℵ0)
1 and P

(ℵ0)
2 are free by  (d) . By Lemma  5.1 the modules P1 and P2 are finitely

generated. Any countably (non finitely) generated projective module P is therefore

isomorphic to P
(α)
1 ⊕P

(β)
2 with 0 ≤ α, β ≤ ℵ0, and at least one of α and β infinite. Since

P
(ℵ0)
1

∼= P
(ℵ0)
2

∼= R(ℵ0) is an order-unit, Lemma  2.14 implies P
(α)
1 ⊕ P

(β)
2

∼= R(ℵ0). □

In the following, keep in mind that if H ∼= Vℵ0(R) for some ring R whose projective

modules are direct sums of finitely generated modules, then Vℵ0(R) is braided over
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add([R]) and hence there also exists a hereditary k-algebra S such that H ∼= Vℵ0(S). In

particular, any such H satisfies conditions  (i) – (iii) of Theorem  5.3 .

Corollary 5.5. Let H be a non-cyclic ℵ0-monoid with two generators x1, x2.

(1) Suppose that xi ̸∈ add(xj) for i ̸= j. Then the following statements are equivalent.

(a) H ∼= Vℵ0(R) for a ring whose projective modules are direct sums of finitely

generated modules.

(b) Every equality α1xi + β1xj = α2xi + β2xj (with i ̸= j) implies that α1 and α2

are both finite or infinite. Furthermore, if α1 = α2 = ℵ0, then m1x1 + β1x2 =

m2x1 + β2x2 for some finite integers m1, m2.

(2) If add(x1) = add(x2), then H has only one element with an infinite form. The

converse is not true. Furthermore, the following statements are equivalent.

(a) add(x1) = add(x2) and no element has an infinite and a finite form.

(b) H ∼= Vℵ0(R) for a ring whose countably (non-finitely) generated projective

modules are free.

(3) If x1 ∈ add(x2), then ℵ0x2 = ℵ0x2 + βx1 for every cardinal β. The converse is

not true.2 If x1 ∈ add(x2) and x2 /∈ add(x1), then the following statements are

equivalent.

(a) H ∼= Vℵ0(R) for a ring R over which projective modules are direct sums of

finitely generated modules, and with a finitely generated projective module P

such that P (ℵ0) is not free.

(b) If ℵ0x1 + nx2 = ℵ0x1 + βx2 with n finite and β ≤ ℵ0, then β is finite and there

are finite integers m, m′ such that mx1 + βx2 = m′x1 + nx2. Furthermore, no

element has an infinite and a finite form.

(c) H ∼= Vℵ0(R) for a ring R two finitely generated projective modules P1 and P2

such that Vℵ0(R) =
〈
[P1], [P2]

〉
ℵ0

and Tr(P1) ⊊ Tr(P2).

Proof.  (1)  (a) ⇒  (b) The conditions in Theorem  5.3 hold. Suppose ℵ0xi + β1xj =

α2xi + β2xj with α2 finite. Adding ℵ0xj yields ℵ0xi + ℵ0xj = α2xi + ℵ0xj . Then

Theorem  5.3  (i) implies xi ∈ add(xj), a contradiction. The second implication holds by

Theorem  5.3  (ii) .

 (b) ⇒  (a) We must verify the conditions of Theorem  5.3 . Condition  (i) holds vacuously

because the assumption is never met, condition  (ii) holds by assumption. Finally,

condition  (iii) trivially follows from the stronger assumption in  (b) .
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 (2) The element x := x1 + x2 is an order-unit. From xi ∈ add(xj) (with i ̸= j) we

have kxj = xi + t for some finite k and some t ∈ H. Thus (k + 1)xj = x + t, and

ℵ0xj = ℵ0x+ ℵ0t. By Lemma  2.14 this implies ℵ0xj = ℵ0x. Since H is generated by x1

and x2, every infinite form represents the same element ℵ0x.

To see that the converse is not true, let H := N2
0 ∪ {∞}. Take x1 := (1, 0), x2 := (0, 1)

and consider H as ℵ0-monoid where sums with infinite support are equal to ∞. Then

clearly add(x1) and add(x2) are different and neither is contained in the other.

 (a) ⇒  (b) We verify the conditions of Theorem  5.3 . Condition  (i) holds because there

is only one element with an infinite form. Condition  (ii) holds vacuously, because the

condition is never met. Condition  (iii) holds by assumption. The elements represented

by finite forms correspond to finitely generated projective modules, and so the unique

(up to isomorphism) countably but not finitely generated projective module is free.

 (b) ⇒  (a) Since there is a unique countably generated projective module up to isomor-

phism, Theorem  5.3  (i) implies xi ∈ add(xj) and xj ∈ add(xi). Condition  (iii) implies the

remaining claim.

 (3) Let x := x1 + x2. As in the proof of  (2) , we see ℵ0x2 = ℵ0x. Consequently,

ℵ0x2 + βx1 = ℵ0x2 for every β ≤ ℵ0. The example N2
0 ∪ {∞} in  (2) satisfies ℵ0x2 =

ℵ0x2 + βx1 for every cardinal β, but x1 /∈ add(x2).

Now suppose x1 ∈ add(x2) and x2 /∈ add(x1).

 (a) ⇒  (b) The first statement follows from Theorem  5.3  (i) because x2 ̸∈ add(x1). The

other two statements are  (ii) and  (iii) of Theorem  5.3 .

 (b) ⇒  (a) Conditions  (ii) and  (iii) of Theorem  5.3 are clear from  (b) . For  (i) we have

to check two cases. The case xi = x1 and xj = x2 is true because ℵ0x2 = ℵ0x1 + ℵ0x2

and x1 ∈ add(x2). In the case xi = x2 and xj = x1, we have nx2 + ℵ0x1 ̸= ℵ0x2 + ℵ0x1

by assumption, and so in this case  (i) holds vacuously.

 (a) ⇒  (c) Let [Pi] be the image of xi in Vℵ0(R). Since P
(ℵ0)
2

∼= P
(ℵ0)
1 ⊕ P

(ℵ0)
2

∼= R(ℵ0),

the module P
(ℵ0)
2 is free. So Tr(P2) = R and Tr(P1) ⊆ Tr(P2). If there were equality,

then P
(ℵ0)
1

∼= P
(ℵ0)
2 is free by Proposition  5.4 . Since P2 is finitely generated (Lemma  5.1 ),

this means [P2] in add([P1]), in contradiction to our assumptions.

 (c) ⇒  (a) By Proposition  5.4 , the module P
(ℵ0)
1 is non-free. □
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[HP10] D. Herbera and P. Př́ıhoda. Big projective modules over noetherian semilocal rings. J. Reine

Angew. Math., 648:111–148, 2010.  doi:10.1515/CRELLE.2010.081 .
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