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Abstract
In this work we consider two rich subclasses of weighted automata over fields: polynomially ambiguous
weighted automata and copyless cost register automata. Primarily we are interested in understanding
their expressiveness power. Over the rational field and 1-letter alphabets, it is known that the two
classes coincide; they are equivalent to linear recurrence sequences (LRS) whose exponential bases
are roots of rationals. We develop two pumping-like results over arbitrary fields with unrestricted
alphabets, one for each class. As a corollary of these results, we present examples proving that the
two classes become incomparable over the rational field with unrestricted alphabets.

We complement the results by analysing the zeroness and equivalence problems. For weighted
automata (even unrestricted) these problems are well understood: there are polynomial time, and
even NC2 algorithms. For copyless cost register automata we show that the two problems are
PSpace-complete, where the difficulty is to show the lower bound.
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1 Introduction

Weighted automata are a computational model assigning values from a fixed domain to
words [11]. The domain can be anything with a semiring structure. Typical examples are:
fields [25], where in particular probabilistic automata assign to every word the probability of
its acceptance [22]; and tropical semirings, popular due to their connection with star height
problems [15]. In this paper we focus on weighted automata over fields. These are finite
automata with transitions, input and output edges additionally labeled by weights from the
field. On an input word the value of a single run is the product of all weights, and the output
of the weighted automaton is the sum of values over all runs. See Figure 1 for examples.

Unlike finite automata, nondeterminism makes weighted automata more expressive. This
naturally leads to the decision problem of determinisation: given a weighted automaton
does there exist an equivalent deterministic one? Over fields, it was recently shown that
the problem is decidable [4], later improved to a 2-ExpTime upper bound on the running
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p1 p2 q1 q2

a | 2

a | 2

1 a | 3

a | 3

1
1 1

(a) A four state unambiguous weighted automaton
A over a 1-letter alphabet {a}. Nonzero initial labels
for p1 and q1 have value 1. The nonzero final states
are p2 and q1, both with weight 1. For every word
an there are two runs: on the left of value 1 · 2n; on
the right of value 1 · 3n. Depending on the parity
of n only one of the runs has nonzero output, thus
A(an) = 3n for even n, and A(an) = 2n, otherwise.

a | 1 a | 1

a | 11 1

(b) A 2-state polynomially ambiguous weighted
automaton B over the alphabet {a}. Note that
every word an has n runs with value 1, hence
B(an) = n.

Figure 1 Weighted automata over the rational field Q(+, ·). For clarity, we omit zero labels.

time [5]. Both papers rely on Bell and Smertnig’s result [3] characterising an indeterminate
class of unambiguous weighted automata: a subclass that allows nondeterminism, but for
every word there is at most one run of nonzero value. The authors proved Reutenauer’s
conjecture, which we explain below.

Given a weighted automaton W over the alphabet Σ consider W(Σ∗), the set of all
outputs over all words. For example, in Figure 1 we have: A(a∗) = { 22n+1, 32n | n ∈ N };
and B(a∗) = N. Reutenauer’s conjecture (now Bell and Smertnig’s Theorem) states that
for every weighted automaton W over a field K: there exists an equivalent unambiguous
weighted automaton if and only if there exists a finitely generated subgroup G ⊆ K such
that W(Σ∗) ⊆ G ∪ {0}. For example A(a∗) ⊆ GA, where GA is generated by the transition
weights {2, 3}. It is not hard to see that this construction generalises to every unambiguous
weighted automaton, the crux is to prove the other implication. As an immediate nontrivial
application, notice that there is no unambiguous weighted automaton equivalent to B, as the
set N is not contained in any finitely generated subgroup.

The equivalence problem for weighted automata over fields is famously decidable in
polynomial time [25]. However, most natural problems are undecidable [22, 13, 10, 9]. This
triggered the study of intermediate classes between deterministic and unrestricted weighted
automata. One way to define such a class is based on ambiguity, generalising unambiguous
weighted automata. A much broader class are polynomially ambiguous weighted automata,
where the number of accepting runs is bounded by a polynomial in the size of the input word
(see Figure 1b). Restricting the input automaton to polynomially ambiguous can significantly
lower the complexity of a problem, for example, the discussed problem of determinisation is
known to be in PSpace over the rational field [16]. Another way to define such a class comes
from cost register automata (CRA), a model which allows for a different characterisation
of weighted automata [1]. In this context it is natural to consider its copyless restriction
(CCRA), because every function recognisable by a CCRA is also recognisable by a weighted
automaton [18] (for simplicity the definition of CCRA is postponed to Section 2).

As far as we know, these two classes, polynomially ambiguous weighted automata and
copyless CRA, are the richest studied classes that are known to be strictly contained in the
class of unrestricted weighted automata. Over the tropical semiring they are known to be
incomparable in terms of expressiveness [19, 8], which suggests the same over fields. One
attempt to prove this result was in [2], where the authors considered weighted automata
over the rational field with 1-letter alphabets. By identifying an with N, one can view such
automata as sequences, and in fact they are equivalent to the well-known class of linear
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recurrence sequences (LRS) [20]. In [2], the authors prove that both classes coincide, and that
they are also equivalent to the class of LRS whose exponential bases are roots of rationals.
This means that in the exponential polynomial representation of LRS:

∑n
i=1 pi(x)λx

i , for
every i there is an ni such that λni

i ∈ Q. In particular this shows that the Fibonacci sequence
does not belong to this class, as the golden ratio φ is not of this form.

Our Contribution

Our work can be seen as a follow-up to [2]. An immediate corollary of our results is that
polynomially ambiguous weighted automata and copyless CRA over the rational field are
incomparable classes in terms of expressiveness. To prove this, we developed two pumping-
like results, one for each class. We believe they are both elegant, phrased in automata-free
language, similar to the characterisation of unambiguous weighted automata. Surprisingly, we
exploit the behaviour of these classes over 1-letter alphabets, where they coincide. Intuitively,
given a weighted automaton W and three words u, v and w one can associate with them the
following LRS: (W(uwnv))n. One should think that w plays the role of the single letter in
the alphabet. For fixed words one cannot infer anything due to the results in [2]. The idea is
to reason collectively about the properties of (W(uwnv))n for all choices of words.

For a simple example illustrating why this approach makes sense, one can look at regular
languages and context-free languages, known to be different in general. Due to Parikh’s
theorem, over 1-letter alphabets the two language classes are equivalent and semi-linear.
However, their behaviour can be used to distinguish them in the general case. Given a language
L, and words u, v, w ∈ Σ∗ consider the characteristic sequence Ln(u, v, w) := uwnv ∈? L. If
L is regular or context-free, then Ln(u, v, w) is ultimately periodic. Regular languages can
be recognised by deterministic automata; thus it is easy to see that there exists a universal
m not depending on u,w, v such that for all n > m the language Ln(u, v, w) is, moreover,
periodic. Consider the context-free language L = { akbk | k ∈ N }. We observe that it is not
regular, since there is no universal m such that Ln(ar, ε, b) is periodic for all r and n > m.

In detail, for a copyless CRA C and given a sequence (C(uwn+1v))n, we consider its
exponential polynomial

∑n
i=1 pi(x)λx

i . Let us write the polynomials pi explicitly: pi(x) =∑mi

j=1 αi,jx
j . Then, for every degree k, we define the sum of k-degree coefficients Sk(u, v, w) =∑n

i=1 αi,k. In Theorem 10 we show that there exists an m such that for all k the set
{Sk(u, v, wm) | u, v, w ∈ Σ∗ } is contained in a finitely generated subsemiring R. For
intuition, if we consider the generators { 1

2 ,
1
3 }, by adding, subtracting and multiplying they

generate R = { a
6k | a ∈ Z, k ∈ N }. This allows us to give an example of a polynomially

ambiguous automaton that is not definable by any copyless CRA (the proof is short but
technical, see Example 13).

For polynomially ambiguous weighted automata, our work is inspired by [23], where the
authors attempt to characterise polynomially ambiguous weighted automata in a similar
manner to Bell and Smertnig’s Theorem. For a polynomially ambiguous weighted automaton
W and given a sequence (W(uwnv))n consider again its exponential polynomial

∑n
i=1 pi(x)λx

i

and let E(u, v, w) = {λi | 1 ≤ i ≤ n } be the set of exponential bases. In Theorem 24 we
show that the set

⋃
u,v,w∈Σ∗ E(u, v, w) is contained in a finitely generated subgroup G. We

provide a self-contained proof, and we show that our property, which is simpler to work
with when considering examples, is equivalent to the one in [23] (conjectured to characterise
polynomially ambiguous automata). We obtain a corresponding, simple but technical,
example of a copyless CRA that is not definable by any polynomially ambiguous weighted
automaton (Example 25).

In this context a natural question is whether our property for copyless CRA can be



4 Pumping-Like Results for CCRA and Polynomially Ambiguous WA

a characterisation. We conjecture that it is not the case and that, in some sense, such a
characterisation should not exist. We show examples of functions that satisfy the property
we developed for CCRA, but we find it unlikely that there are CCRA that define them.
More generally, in [19] the authors prove that the class of copyless CRA is not closed under
reversal for the tropical semiring. More precisely, there is a copyless CRA C such that there
is no copyless CRA C′(w) = C(wr), where wr is w reversed. We conjecture that over fields
copyless CRA are also not closed under reversal, which makes such characterisations unlikely.

Our final contribution is the analysis of the equivalence and zeroness problems for both
classes. As already mentioned for weighted automata (even without restrictions) equivalence
and zeroness are in polynomial time [25] and even in NC2 [26]. For copyless CRA the
translation to weighted automata [18] yields an exponential blow up in the size of the
automaton (we provide a self-contained short translation). Since problems in NC2 can be
solved sequentially in polylogarithmic space [24], this yields a trivial PSpace algorithm. Our
contribution is a matching PSpace lower-bound.

Organisation

We start with definitions in Section 2. In Section 3 and Section 4 we prove the properties of
copyless CRA, and polynomially ambiguous weighted automata, respectively; and we present
examples separating the classes. In Appendix B we discuss the decision problems.

2 Preliminaries

Let N := {0, 1, 2, . . . }. For a field K, let K× := K \ {0} denote the multiplicative group of
nonzero elements. We sometimes write 1K and 0K for the elements 1 and 0 of the field, to
emphasize which 1 and 0 we mean.

2.1 Automata and Sequences
A weighted automaton over a field K is a tuple A = (d,Σ, (M(a))a∈Σ, I, F ), where: d ∈ N is
its dimension; Σ is a finite alphabet; M(a) ∈ Kd×d are transition matrices; I, F ∈ Kd are the
initial and final vectors, respectively. For simplicity, sometimes we will write A = (d,M, I, F ),
that is, we will omit Σ in the tuple.

Weighted automata can be defined more generally over semirings, but in this paper we
only consider the case of fields. In this setting, informally, the field of rational numbers Q is
essentially as difficult as the general case of all fields of characteristic 0. Thus, our examples
will be for Q with the usual addition and product, unless stated otherwise.

Given a word w = w1 . . . wn ∈ Σ∗, we denote M(w) := M(w1) · . . . ·M(wn). In particular
M(ϵ) is the d× d-identity matrix. A weighted automaton defines a function A : Σ∗ → K, by
A(w) := I⊺ ·M(w) · F . We say that a weighted automaton A is a linear recurrence sequence
(LRS) if |Σ| = 1. Then, by identifying Σ∗ with N, that is, identifying the word an with its
length n, we write that A : N → K. We will also denote such sequences (an)n instead of A,
where an := A(n).

▶ Example 1. Consider an LRS A = (2,M, I, F ), where: M = ( 1 1
0 1 ); I = (1, 0) and F = ( 0

1 ).
Then A(n) = an = n.

For weighted automata, we need to recall a relevant definition of underlying automata. A
weighted automaton A = (d,Σ, (M(a))a∈Σ, I, F ) can be interpreted as an automaton with
states {1, . . . , d} such that for every a ∈ Σ a nonzero entry in Ma[i, j] defines a transition
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from i to j labeled by a of weight Ma[i, j] (thus we ignore transitions of weight 0). Similarly,
initial and final states are i such that I[i] and F [i] are nonzero, respectively. Their weights
are I[i] and F [i]. By ignoring the weights of transitions, initial and final states, we obtain a
finite automaton B, which we call the underlying automaton of A.

▶ Example 2. The LRS A = (2,M, I, F ) in Example 1 is an equivalent presentation of the
weighted automaton B in Figure 1b.

A weighted automaton A is polynomially ambiguous if there is a polynomial function
p : N → N such that for every w ∈ Σ∗ the number of accepting runs of the underlying
automaton on w is bounded by p(|w|). For example, the automaton in Example 2 is
polynomially ambiguous as it suffices to take p(n) = n. In general this is a strict subclass:
there exist weighted automata that are exponentially ambiguous. More interestingly, there
exist functions f : Σ∗ → K that are recognisable by a weighted automaton, but not by a
polynomially ambiguous one.

LRS can be characterised in another way. An LRS (an)n can be defined by a (homogeneous)
recurrence relation of the form an+k =

∑k−1
i=0 ci · an+i with ci ∈ K and k initial values a0,

. . . , ak−1. Here k is the order of the recurrence. For instance, the LRS (an)n from Example 1
can be defined by an+2 = 2an+1 − an and a0 = 0, a1 = 1. It is well-known that the
two definitions coincide [14] [7, Proposition 2.1]. Moreover, the translation is effective in
polynomial time, and under this translation, the dimension d of the weighted automaton
equals the order k of the recurrence.

Any given LRS (an)n satisfies many different linear recurrences. However, it is well-
known that there is a unique (homogeneous) recurrence of minimal order satisfied by (an)n [6,
Ch. 6.1]. The corresponding order k is then the order of the LRS. This minimal recurrence
gives rise to the characteristic polynomial q = xk − ck−1x

k−1 − · · · − c0 of (an)n [6, Ch. 6.1]
[12]. The roots of the characteristic polynomial (considered in the algebraic closure K) are
the characteristic roots of the LRS (an)n.

▶ Example 3. Continuing from Example 1, the characteristic polynomial is q = x2 −2x+1 =
(x− 1)2. Hence, the only characteristic root is 1 (with multiplicity 2).

The characteristic roots of LRS definable by polynomially ambiguous weighted automata
are always roots of elements of K [2, 17, 23]. So, for example, the Fibonacci sequence
F0 = 0, F1 = 1, Fn+2 = Fn+1 + Fn, is not recognised by a polynomially ambiguous weighted
automaton over Q, as its characteristic roots are the golden ratio φ = 1+

√
5

2 and ψ = 1−
√

5
2 .

We recall an additional characterisation of LRS, namely as coefficient sequences of rational
functions, leading to exponential polynomials. See also [6, Chapter 6][12][14, Proposition
2.11] or Appendix A. A sequence (an)n is an LRS if and only if the (formal) generating series
F =

∑∞
n=0 anx

n ∈ KJxK is a rational function. For nonzero λ ∈ K, the following are now
equivalent:

λ is a characteristic root of (an)n;
λ appears as an eigenvalue of M(a) in a weighted automaton representation of (an)n of
minimal dimension;
1/λ is a pole of F .

Further, the characteristic roots appear as eigenvalues of M(a) in every representation of
(an)n using a weighted automaton. But in a weighted automaton that is not of minimal
dimension, the matrix M(a) may have additional eigenvalues.

In characteristic 0, every LRS (an)n, has, for large enough n, a representation as an
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exponential polynomial sequence (EPS):

an =
k∑

i=1
qi(n)λn

i for sufficiently large n,

with qi polynomials over K and λi ∈ K the nonzero characteristic roots of (an)n. Furthermore,
the exponential bases λi and the polynomials qi are uniquely determined by (an)n.

▶ Example 4. The Fibonacci numbers afford the representation Fn = 1√
5φ

n − 1√
5ψ

n.

In characteristic p > 0, the situation is more complicated (see Appendix A): an LRS may
not have a representation by an exponential polynomial (even for large n). If it does have
such a representation, it is however still unique as long as the polynomials qi are chosen of
minimal degree, that is, with deg(qi) < p. Further, every EPS is an LRS, and the exponential
bases of the EPS are precisely the nonzero characteristic roots of the LRS.

2.2 Cost Register Automata
We will introduce one more formalism that generalises weighted automata to polynomial
updates [1]. A cost register automaton (CRA) over a field K is a tuple C = (Q, q0, d,Σ, δ, µ, ν),
where: Q is a finite set of states; q0 ∈ Q is the initial state; d ∈ N is its dimension; Σ is a
finite alphabet; δ : Q× Σ → Q× Polyd is a deterministic transition function, where Polyd

is the set of d-dimensional polynomial maps; µ : {1, . . . , d} → K is the initial function;
and ν : Q → Polyd is the final function. Here, a polynomial map P ∈ Polyd is a tuple
P = (p1, . . . , pd) with polynomials pi ∈ K[x1, . . . , xd]. Every polynomial map induces a
function Kd → Kd.

Given q ∈ Q and a ∈ Σ we write pq,a for the polynomial such that δ(q, a) = (q′, pq,a)
for some q′ ∈ Q. Note that if we ignore the polynomials in δ, then (Q, q0,Σ, δ) is just a
deterministic finite automaton without final states. Thus, given a word w, there is a unique
state reachable from q0 when reading w. We will denote it qw. For words w ∈ Σ+ we define
polynomial maps pw by induction: if w = a ∈ Σ is a letter then pw = pq0,a; otherwise if
w = w′a for a letter a ∈ Σ then pw = pqw′ ,a ◦ pw′ .

A CRA defines a function C : Σ∗ → K, similarly to weighted automata. Formally, given a
word w = w1 . . . wn ∈ Σ∗ we define C(w) = (νqw

◦ pw)(µ). As a simple example we define the
automaton recognising the same function as in Example 1. There is only one state, which
is also initial, and one letter so for simplicity we will ignore them, also in the transition
function. The dimension is 2 and there is only one transition defined by the polynomial map
(p1, p2) with p1(x, y) = x+ y and p2(x, y) = y. The input function is defined by µ(x) = 0,
µ(y) = 1; and the output is the polynomial x.

One can think of the polynomial maps as generalising linear updates definable by matrices.
When restricting the model to linear polynomials, the CRA formalism is equivalent to weighted
automata [1], and it is called linear CRA. The resulting weighted automaton is of polynomial
size in the size of the linear CRA. Note that CRA use separate notions of states (the set
Q) and registers (i.e., the dimension d). In general, states are not needed, as one can easily
encode the states by enlarging the dimension to d× |Q|, even for linear CRA. However, such
encodings do not preserve the copyless restriction on CRA, which we discuss next.

A copyless CRA (CCRA) is a CRA such that all polynomial maps in the transition
function and the output function are copyless. A polynomial map P ∈ Polyd is copyless
if it can be written as an expression using each variable name only once. For example
if d = 3 then P is defined by three polynomials p1(x, y, z), p2(x, y, z) and p3(x, y, z). If
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p1 = (x+ 3) · (y + z), p2 = 7 and p3 = 1, then P is copyless; but if p1 = y + 1, p2 = y and
p3 = z, then P is not copyless. It is easy to see that copyless polynomial maps are preserved
under composition. Thus, in a CCRA all polynomial maps pw are copyless.

▶ Lemma 5. For every CCRA C there is a weighted automaton W, of size exponential in
the size of C, such that C and W are equivalent.

Proof. Fix a CCRA C = (Q, q0, d,Σ, δ, µ, ν). We use the fact that linear CRA are equivalent
to weighted automata and define an equivalent linear CRA C′ = (Q, q0, d

′,Σ, δ′, µ′, ν′) (the
states remain the same). We note that C′ need not be copyless. The new dimension is d′ = 2d

with the following intuition. If the variables x1, . . . , xd represent the registers of C, then the
registers in C′ correspond to all possible square-free monomials, i.e., monomials of the form∏

i∈I xi for every I ⊆ {1, . . . , d} (note that there are 2d square-free monomials).
We make a simple but useful observation that all monomials in each pi are square-free.

This means that we can maintain as an invariant in C′ all values in
∏

i∈I xi using linear
updates (essentially summing the monomials). It remains to define µ′ so that the invariant
also holds in the first step; and ν′ = ν (i.e., ignoring all variables except for x1, . . .xd). ◀

3 Copyless Cost Register Automata

Throughout the section, fix a field K. In this section we prove a pumping-like result for CCRA.
This result will be based on the observation that sequences of the form (A(uwm(n+1)v))n,
obtained from a CCRA A, are always representable by very particular exponential polynomials.
To this end, we first introduce the following class of functions.

▶ Definition 6. A K-valued sequence (an)n is an exponential polynomial sequence generatable
from A ⊆ K (in short, an A-generatable EPS) if it can be obtained, using products and sums,
from the following families:

Constant sequences (α)n for α ∈ A,
The linear sequence (n · 1K)n,
Exponential sequences (that is, geometric progressions) (αn)n for α ∈ A,
Sequences of the form

( 1
α−1α

n − 1
α−1

)
n

for 1 ̸= α ∈ A.

The last family may be a bit unexpected at first glance. It arises from the geometric sum

1
1 − α

αn − 1
1 − α

= αn − 1
α− 1 =

n−1∑
i=0

αi (α ̸= 1),

with the representation in Definition 6 corresponding to the normal form for exponential
polynomials (with the two exponential bases α and 1K). Because possibly 1/(1 − α) ̸∈ A,
this last family cannot always be generated from the other three families.

▶ Example 7. Since
∑n−1

i=0 α
i = α

(
· · · (α(α+ 1) + 1)

)
+ 1, the geometric sum appears when

iterating a copyless update rule of the form x 7→ αx+ 1 from the starting value 1.

Taking A = K, the class of K-generatable EPS affords a more familiar description.

▶ Lemma 8. A sequence (an)n is a K-generatable EPS if and only if it is an EPS with
coefficients and exponential bases in K.

Proof. We first check that every K-generatable EPS is indeed an EPS. Since EPS with
coefficients and exponential bases in K are closed under products and sums, it suffices to



8 Pumping-Like Results for CCRA and Polynomially Ambiguous WA

x := 0

x := 3x+ 1

x x, z := 1
y := 6

x := 5x+ 1, y := y + 1,
z := 3z

xy + z

Figure 2 Two simple single-state CCRAs on a
single-letter alphabet (Example 11).

x, y := 0

z := 1

x := x+ 1, y := y + 1,
z := z + 1

xyz + 1

Figure 3 The CCRA over F3 illus-
trating coefficient sums in positive
characteristic (Example 12).

verify the claimed property for the families in Definition 6. However, each of these families is
obviously an EPS and the only exponential bases that appear are 1K and α ∈ K.

Conversely, suppose that (an)n has a representation an =
∑

λ∈K×
∑

i≥0 αλ,in
iλn with

αλ,i ∈ K (only finitely many of which are nonzero). Each of (αλ,i)n, (ni)n and (λn)n is
clearly a K-generatable EPS, and so is therefore (an)n. ◀

Recall that the exponential bases being contained in K is a nontrivial restriction on an
EPS. In general, these will be contained in the algebraic closure K. In particular, every
A-generatable EPS is trivially a K-generatable EPS, and hence by Lemma 8 an EPS (in the
sense discussed in Section 2), so that our terminology is consistent. Working with, possibly
proper, subsets A ⊆ K will be crucial to obtain a pumping-like criterion that is strong enough
to differentiate between CCRA and polynomially ambiguous WFA.

We need a final definition before stating our main theorem of the section.

▶ Definition 9. Let R ⊆ K be a subsemiring. An R-CCRA is a CCRA with all of its starting
register values, output expression and transition coefficients in R.

▶ Theorem 10. If R ⊆ K is a subsemiring and f : Σ∗ → K is recognised by an R-CCRA,
then there exists m ≥ 1 such that,

for every u,w, v ∈ Σ∗, the sequence g(n) = f(uwm(n+1)v) is an R-generatable EPS, and
if q is the exponential polynomial of minimal degree representing g, then for every k ∈ N
the sum of k-degree coefficients Sk(q) is in R.

The sum of k-degree coefficients Sk(q) is obtained by summing all the coefficients of xk

in q across all the exponential bases (see Appendix A for a detailed discussion).
It is obvious that, for any input, the output of an R-CCRA is in R. However, this is

different from the property in Theorem 10 — we make a claim about the coefficients of the
exponential polynomial, not the values that it takes. The individual coefficients do not need
to always lie in R, as the following example illustrates.

▶ Example 11. Consider the left Z-CCRA in Figure 2. On words of the form an+1,
this CCRA outputs q(n) = A(n + 1) = 3n+1−1

2 = 3
2 · 3n − 1

2 · 1n. Even though the
automaton itself only uses integer coefficients, a denominator 2 appears in the coefficients
of q. However, the sum of the coefficients is S0(q) = 3

2 − 1
2 = 1, an integer.

The second Z-CCRA in Figure 2 outputs

B(an+1) = 5n+2 − 1
4 (n+ 7) + 3n+1 =

( 25
4 n+ 175

4
)

· 5n + 3 · 3n +
(

− 1
4n− 7

4
)

· 1n =: q(n).

Here S1(q) = 25
4 − 1

4 = 6 ∈ Z and S0(q) = 175
4 + 3 − 7

4 = 45 ∈ Z.
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1

a | 2
b | 1

a | 2

a | 2
b | 1

b | 1

a | 1
b | 1

1

Figure 4 A polynomially ambigu-
ous weighted automaton with no equi-
valent CCRA (Example 13).

x, y, z := 1

x := 2x+ y, y := 4,
z := z

2 + 1

x+ z

y x

z

Figure 5 A simple CCRA and its register-
dependency graph. Red nodes are constant registers;
blue nodes are updating ones (Definition 15).

For fields of characteristic 0, there is a unique exponential polynomial q representing g,
and the condition of q having minimal degree in Theorem 10 can be omitted in this case. But
in characteristic p > 0 there will be multiple exponential polynomials representing g, and the
claim is about the one of minimal degree (in which all the occurring polynomials have degree
at most p− 1). This is explained in Appendix A, and illustrated in the next example.

▶ Example 12. Consider the single-letter CCRA A in Figure 3 over F3 = {0, 1, 2}. After
reading an, the registers hold the values (n, n, n+1). Hence, A(an) = n2(n+1)+1 = n3+n2+1.
However, the polynomial x3 + x2 + 1 is not the minimal degree polynomial representing
g(n) = n3 +n2 +1. Since n3 +n2 +1 = n2 +n+1, instead q = x2 +x+1 is the minimal-degree
representative. We have S0(q) = 1, S1(q) = 1, S2(q) = 1 and Sk(q) = 0 for all other k ∈ N.

Before proving Theorem 10, we demonstrate how it can be applied. We use it to show
that not every function recognisable by a polynomially ambiguous WFA can be recognised
by a CCRA.

▶ Example 13. The automaton in Figure 4 is polynomially ambiguous. For any k, m, n ∈ N
and inputs of the form (akb)m(n+1) it outputs

gk,m(n) = k2k + 2k22k + · · · +m(n+ 1)k2m(n+1)k =
m(n+1)∑

j=1
jk2jk.

Using the identity
∑l

j=1 jx
j = lxl+2−(l+1)xl+1+x

(x−1)2 , which can be derived from the geometric
sum

∑l
j=1 x

j = xl+1−x
x−1 by formal differentiation and some easy manipulations, one finds

gk,m(n) = q1(n) · (2km)n + q2(n) · 1n,

with

q1(n) = km2km+k

(2k − 1) n+ k(m2k −m− 1)2km+k

(2k − 1)2 and q2(n) = k2k

(2k − 1)2 .

We claim that, for every finitely generated subring R ⊆ Q and any choice of m, there exists
some choice of k such the first coefficient sum S1(gk,m) ̸∈ R. Fix R a finitely generated
subring of Q and m ≥ 1.

We have S1(gk,m) = km2km+k/(2k − 1). For any prime p, we can take k = p− 1 and get

S1(gp−1,m) = (p− 1)m2(p−1)m+p−1

2p−1 − 1 .

For p ∤ 2m, the numerator is not divisible by p. However, by Fermat’s Little Theorem, the
denominator is. Only a finite set of prime numbers can appear among denominators of
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elements of R. This means that there exists some prime number p for which S1(gp−1,m) ̸∈ R.
As this contradicts the conclusion of Theorem 10, we see that f is not recognisable by a
CCRA.

We record the conclusion as a theorem.

▶ Theorem 14. If |Σ| ≥ 2, then there exist functions f : Σ∗ → Q that are recognisable by a
polynomially ambiguous weighted automaton, but not by a Q-CCRA.

Proof. By Example 13 and Theorem 10. Observe that we can assume that R in Theorem 10
is finitely generated. ◀

3.1 The Proof of Theorem 10

The proof of Theorem 10 proceeds in several steps. We start with a very simple case and
then, in each step, use the previous result to show a slightly more general one.

▶ Definition 15. A single letter, single state CCRA is simple if, in the transition, every
register value is either set to a constant (constant registers), or depends only on its old value
and on the values of constant registers (updating registers).

Since there is only one state, there is also only one transition, so the definition makes sense.
We can visualise constant and updating registers with a graph representing the dependency
of register values on each other (Figure 5).

▶ Lemma 16. If A is a single state, single letter simple R-CCRA, then (A(an+1))n is an
R-generatable EPS.

Proof. In a simple CCRA, the register values change in very simple ways. For constant
registers, after the first transition, they remain set to the same values. For updating registers,
the first update is special. However, after that, the input they get from the constant registers
stabilizes. Let us consider what happens from that point on. After the first step, the register
values are of course still in R. Since the updating registers can only depend on themselves
and constants, the update formulas can be reduced to the form x := αx+ β for constants
α, β ∈ R. This gives us an LRS (xn+1 = αxn + β). Solving the LRS, we need to distinguish
two cases. For α = 1, the solution is

xn+1 = x1 + βn, and for α ̸= 1 it is xn+1 = αn β

α− 1 − β

α− 1 + αnx1.

In both cases the sequence (xn+1)n is clearly an R-generatable EPS. Constant registers,
leading to constant sequences, also clearly are R-generatable EPS.

The output expression combines these sequences using sums and products of the sequences
and additional constants from R. These operations preserve the property of being an R-
generatable EPS, and so the sequence (A(an+1))n is an R-generatable EPS. ◀

In the next two lemmas we will reason about the behaviour of CCRA on cycles. Similar,
but different, observations were made in [19, Proposition 1 and Lemma 4].

▶ Lemma 17. If A is a single state, single letter R-CCRA (not necessarily simple) with r
registers, then (A(ar!(n+1)))n is an R-generatable EPS.
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q r y x

z

y x z

q r

Figure 6 An example for register-dependency graphs of A and B in the proof of Lemma 17.

Proof. Consider the compound effect on registers of the letter a being applied r! times.
We can get the corresponding expressions simply by composing the substitution r! times.
They will still of course be copyless and polynomial, meaning we can create an auxiliary
CCRA B with a 1-letter alphabet such that B(an) = A(anr!). It is also easy to see, from
how substitutions compose, that B is still an R-CCRA.

We claim that the new CCRA B is simple: we will prove this by looking at the register-
dependency graph of A. Since A is copyless, there is at most one outgoing edge from any
vertex. In B the expression for register v will use u if and only if in the dependency graph of
A there is a path of length r! from u to v. (This is visualised in Figure 6.)

Consider an arbitrary register t. It will either be in a cycle on the graph of A or not.
Assume t is not in a cycle and there is a path of length r! from some register u to t. Such a
path would have to contain a cycle. However, that is impossible, since each vertex has at
most one outgoing edge and t itself is not in a cycle. This means t will be a constant register
in the auxiliary automaton.

Now assume t is in a cycle in the dependency graph of A, and let l be the length of the
cycle. We want to prove that t is an updating register in B. Assume there is a path of length
r! from some u to t. To show that t is an updating register, we need to show that either
u = t or u is a constant register in B. If u is in the same cycle as t, we have u = t, since l | r!.
If u is outside the cycle containing t, then u cannot be a part of any cycle, as any vertex can
have at most one outgoing edge. This means that u is a constant register in B. Thus, the
auxiliary CCRA B is simple, and we can apply Lemma 16 to it, finishing the proof. ◀

▶ Lemma 18. If A is a single letter R-CCRA (not necessarily single state) with s states
and r registers, then (A(a(4r+2)!s!(n+1)))n is an R-generatable EPS.

Proof. Consider the compound effect on registers of the letter a being applied s! times. We
can get the corresponding transitions between states by looking at paths of length s!, and
corresponding update expressions by composing appropriate s! substitutions. The updates
will of course still be copyless and polynomial, and the transitions deterministic, meaning
we can create an auxiliary CCRA B such that B(an) = A(ans!). Note that the transition
expression coefficients will all still be in R, so B is still an R-CCRA. Since A is deterministic,
after at most s steps it always reaches a cycle. This cycle has length at most s, and so its
length divides s!. This means that, after trimming B, we get an automaton of one of the
forms in Figure 7.

We want to reduce B to only one state. The first possible form already has only one
state. The second one can easily be simulated with one state, as shown in Figure 8. After
this operation, the automaton B is a single-state R-CCRA with 4r + 2 registers such that
B(an) = A(ans!). This lets us use Lemma 17 and finishes the proof. ◀

▶ Lemma 19. If A is an R-CCRA (not necessarily single letter) with r registers and s

states, then, for all w ∈ Σ∗, the sequence (A(w(4r+2)!s!(n+1)))n is an R-generatable EPS.
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x1 := c1
. . .

xr := cr

x1 := φ1(x)
. . .

xr := φr(x)

φ(x)

x1 := c1
. . .

xr := cr

x1 := φ1(x)
. . .

xr := φr(x)

x1 := φ′
1(x)

. . .

xr := φ′
r(x)

φ′(x)

φ(x)

Figure 7 The two possible forms the auxiliary automaton B can take in the proof of Lemma 18.

x1 := c1 x′
1 := 0 i1 := 1

. . . . . . . . .

xr := cr x′
r := 0 i2r+2 := 1

x1 := 0 x′
1 := i1φ1(x) + (1 − i2)φ′

1(x′) i1 := 0
. . . . . . . . .

xr := 0 x′
r := i2r−1φr(x) + (1 − i2r)φ′

r(x′) i2r+2 := 0

i2r+1φ(x) + (1 − i2r+2)φ′(x′)

Figure 8 How to transform B into a single state automaton in the proof of Lemma 18.

Proof. Consider the composite effect of the word w on registers and state transitions. This
effect is still copyless, polynomial, deterministic and all the transition coefficients are still in
R. We can thus create an auxiliary R-CCRA B such that A(wn) = B(an). The CCRA B
has a one letter alphabet, letting us use Lemma 18 and finishing the proof. ◀

▶ Lemma 20. If A is an R-CCRA with r registers and s states, then, for all u,w, v ∈ Σ∗,
the sequence (A(uw(4r+2)!s!(n+1)v))n is an R-generatable EPS.

Proof. Adding some prefix u simply changes the initial register values. The register values
are of course still in R. Adding a suffix v simply changes the output expression. Its coefficients
are of course still in R. Thus, we obtain an R-CCRA B with B(x) = A(uxv) for all words
x ∈ Σ∗. By Lemma 19, the sequence (A(uwnv))n = (B(wn))n is an R-generatable EPS. ◀

We also need the next lemma which is proven in Appendix C.

▶ Lemma 21. If R is a subsemiring, (an)n is an R-generatable EPS and q is the exponential
polynomial of minimal degree representing (an)n, the sum of k-degree coefficients of q is in
R.

We can finally prove the main theorem of Section 3.

Proof of Theorem 10. Let A be an R-CCRA recognizing f . Let m = (4r + 2)!s!, where r
is the number of registers and s is the number of states of A. By Lemma 20 the sequence
g(n) = f(uwm(n+1)v) is an R-generatable EPS. Let q be the exponential polynomial of
minimal degree representing g. By Lemma 21, for every k, the sum of k-degree coefficients
of this representation is in R. ◀
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px := 1
y := 0

0: x := 2x, y := y
2

1: x := 2x, y := y
2 + 1

yx
2

Figure 9 A CCRA recognising a function
that, at first glance, may seem unrecognisable
by a CCRA (Example 23).

px := 1
y := 0

a: x := x, y := y + 1

b: x := xy, y := 0

x

Figure 10 A two-register CRA recognising
the function from Example 25.

3.2 CCRA versus R-generatable EPS
We have seen that, for functions f : Σ∗ → K recognisable by a CCRA, there always ex-
ists a finitely generated subsemiring R and m ≥ 1 such that all sequences of the form
(f(uwm(n+1)v))n are R-generatable EPS. We conjecture that this is not sufficient to char-
acterise functions recognised by CCRA, even if it is already known that the function is
recognised by a weighted automaton.

At present, we do not have a counterexample, but we outline a plausible candidate in this
subsection. However, it appears difficult to prove that the given function is not recognised
by a CCRA.

▶ Example 22. Consider the following function f : {0, 1}∗ → Q. Given w ∈ Σ∗ let 0 < k1 <

k2 < . . . < kr be indices of all 1’s, e.g. for w = 0110 we have: r = 2, k1 = 2, k2 = 3. Then
f(w) =

∑r
i=1 ki.

While it appears unlikely to us that it could be recognised by a CCRA, for any uwnv,
technical calculations show that the output function of this automaton is nevertheless an
1
2Z-generatable EPS (see Appendix C).

The reason why functions can or cannot be recognised by a CCRA can be subtle: while it
appears that the function f in Example 22 cannot be recognised by a CCRA, the following
example shows a function of similar nature that can be recognised by a CCRA.

▶ Example 23. We define the function g : {0, 1}∗ → Q. As before given w ∈ Σ∗ let
0 < k1 < k2 < . . . < kr be the indices of all 1’s. Then g(w) =

∑r
i=1 2ki is recognised by the

CCRA in Figure 9.

Another promising example is discussed in Appendix C.

4 Polynomially Ambiguous Weighted Automata

In this section we prove a pumping-like result for polynomially ambiguous weighted automata.
Throughout the section, let K be an algebraic closure of K.

▶ Theorem 24. If f is recognised by a polynomially ambiguous weighted automaton over K,
then there exist a finitely generated multiplicative semigroup G ⊆ K and N ≥ 1 such that

for every u, w, v ∈ Σ∗, the characteristic roots of (f(uwnv))n are contained in G,
and αN ∈ K for all α ∈ G.

With this theorem, we can give the following example.
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▶ Example 25. The function f : {a, b}∗ → Q given by f(ak1bak2b . . . bakn) = k1k2 · · · kn can
be recognised by a CCRA, but not by a polynomially ambiguous weighted automaton.

Proof. The CCRA in Figure 10 recognises f . To see that f cannot be recognised by a
polynomially ambiguous weighted automaton, let us consider inputs of the form (akb)n. We
have f

(
(akb)n

)
= kn, meaning that every natural number k appears as characteristic root of

an LRS arising from f . However, the monoid Z>0 generates Q>0 as a group, and Q>0 is a
countably generated free abelian group (with primes as the generators). Since subgroups
of a finitely generated abelian group are finitely generated, but there are infinitely many
primes, the natural numbers cannot be a submonoid of a finitely generated abelian group.
By Theorem 24, the function f cannot be recognised by a polynomially ambiguous weighted
automaton. ◀

We again record this conclusion as a theorem.

▶ Theorem 26. If |Σ| ≥ 2, then there exist functions f : Σ∗ → Q that can be recognised by a
Q-CCRA but not by a polynomially ambiguous weighted automaton over Q.

Proof. By Example 25. ◀

The core of the proof of Theorem 24 will be the following lemma. The argument is
similar to an argument in [16] and in [23, Prop. 9.3]. For the reader’s convenience we put a
self-contained proof in Appendix C.

▶ Lemma 27. Let A = (d, I,M, F ) be a trim polynomially ambiguous weighted automaton.
Then, for every word w ∈ Σ∗, there exists a permutation matrix P such that P ·M(wd!) ·P−1

is upper triangular. Furthermore, all nonzero eigenvalues of M(wd!) are products of transition
weights (that is, of entries of the matrices M(a) for letters a ∈ Σ).

Before proving Theorem 24, we need a final small observation.

▶ Lemma 28. If H ⊆ K is a finitely generated semigroup and N ≥ 1, then the semigroup
G = {α ∈ K | αN ∈ H ∪ {1} } is also finitely generated.

Proof. Suppose β1, . . . , βn generate H. For each βi let αi ∈ K be a root of XN − βi. Let
G′ be the subsemigroup of K generated by α1, . . . , αn together with the N -th roots of unity
in K (of which there are at most N , since they are the roots of XN − 1).

We claim G = G′. The inclusion G′ ⊆ G holds by definition. Suppose γ ∈ G. Then
γN = βk1

1 · · ·βkn
n for some ki ≥ 0. Define γ′ := αk1

1 · · ·αkn
n ∈ G′. Then (γ′)N = γN . It

follows that γ = γ′ζ with ζ an N -th root of unity (whether or not γ = 0). So γ ∈ G′. ◀

Proof of Theorem 24. Let A = (d, I,M, F ) be a polynomially ambiguous weighted auto-
maton recognising f . Let N := d!. Without restriction, we can take A to be trim. Let
H ⊆ K be the subsemigroup of K generated by all the finitely many transition weights of A,
and let G = {α ∈ K | αN ∈ H ∪ {1} }. By Lemma 28, the semigroup G is finitely generated.

The characteristic roots of the LRS (A(uwnv))n are eigenvalues of M(w). By Lemma 27,
the eigenvalues of M(wN ) are products of transition weights. We have M(wN ) = M(w)N ,
and so the eigenvalues of M(w) are roots of degree N of products of transition weights of A.
This means they belong to G. ◀

We (ambitiously) conjecture the following converse of Theorem 24.

▶ Conjecture 29. Let f : Σ∗ → K be recognised by a weighted automaton. If there exists a
finitely generated multiplicative subsemigroup G ⊆ K and N ∈ Z≥1 such that
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for every u, w, v ∈ Σ∗, the characteristic roots of (f(uwnv))n are contained in G,
and αN ∈ K for all α ∈ G,

then f is recognised by a polynomially ambiguous weighted automaton.

Conjecture 29 postulates a pumping-style characterisation. The following conjecture
postulates a “global” characterisation, with a similar restriction as in Conjecture 29 imposed
on the eigenvalues of the matrix semigroup. Here it is important that the condition is
imposed on all matrices, not just on the generators.

▶ Conjecture 30. Let f : Σ∗ → K be recognised by a weighted automaton. If there exists a
finitely generated multiplicative subsemigroup G ⊆ K and N ≥ 1 such that

all eigenvalues of matrices M(w) for w ∈ Σ∗ are contained in G,
and αN ∈ K for all α ∈ G,

then f is recognised by a polynomially ambiguous weighted automaton.

A positive resolution of the conjectures would extend a characterisation in similar spirit
of functions that can be recognised by unambiguous weighted automata [4]. While the
conjectures seem ambitious, in the preprint [23], Conjecture 30 was already proved in the
case that all transition matrices are invertible.

The following lemma shows that Conjectures 29 and 30 are in fact equivalent.

▶ Lemma 31. Let A = (d, I,M, F ) be a minimal weighted automaton and let w ∈ Σ∗. Then
the set of nonzero eigenvalues of M(w) is precisely the set of all nonzero characteristic roots
of the LRS (A(uwnv))n as u, v ∈ Σ∗ range through all words.

Proof. One direction is obvious — characteristic roots come from eigenvalues of the matrix
M(w). We only have to show that every nonzero eigenvalue λ ∈ K of M(w) shows up as
characteristic root of some LRS.

Working over K we can assume that K = K is algebraically closed. This allows us to
change to a basis in which M(w) is in the Jordan normal form. In particular, we can assume
that M(w) is upper triangular and M(w)[1, 1] = λ. Let e1 = (1, 0, . . . , 0) ∈ Kd×1 and let e⊺1
be its transpose. Then λn = eT

1 M(wn)e1.
Because A is minimal, the reachability set { I⊺M(w) | w ∈ Σ∗ } spans K1×d as a vector

space, and analogously the coreachability set spans Kd×1. Therefore, there exist αi, βj ∈ K

and ui, vj ∈ Σ∗ such that e⊺1 =
∑d

i=1 αiI
⊺M(ui) and e1 =

∑d
j=1 M(vj)Fβj . Now

λn =
d∑

i=1

d∑
j=1

αiβj I
⊺M(uiw

nvj)F,

expresses the LRS (λn)n as linear combination of LRS (I⊺M(uiw
nvj)F )n. Since the former

has a characteristic root λ, a summand must have λ as a characteristic root as well: this is eas-
ily seen by considering the LRS as rational functions, and recalling that nonzero characteristic
roots correspond to reciprocals of poles, or by the uniqueness result in Theorem 33. ◀

While the main theorem of this section provides a necessary pumping criterion for
polynomially ambigualisable automata (that may eventually lead to a full characterisation),
another related open problem is to relate the minimal degree of the polynomial bounding
the ambiguity to arithmetic properties of the output (in other words, to characterise linearly
ambiguous, quadratically ambiguous, etc.). At least in characteristic zero, a tempting idea
is to look at the degrees of polynomials arising in the generated exponential polynomials.
Indeed, it is easy to see that if the ambiguity of the automaton is bounded by a polynomial



16 Pumping-Like Results for CCRA and Polynomially Ambiguous WA

of degree d, then no polynomial of higher degree can appear in the generated exponential
polynomials. The converse however does not hold, as the following example shows.

▶ Example 32. The function f : {0, 1}∗ → Q, mapping a binary word to the natural
number it represents (say, LSB on the left), is easily seen to be recognisable by a weighted
automaton. We check that, for any u, w, v ∈ Σ∗, the exponential polynomial representation of
(A(uwnv))n only contains constant polynomials. Indeed, let u = u1u2 . . . ur, w = w1w2 . . . wt,
v = v1v2 . . . vl. We have

f(uwnv) = 20u1 + 21u2 + · · · + 2r−1ur + (2rw1 + 2r+1w2 + · · · + 2r+t−1wt)(1 + 2t + · · · + 2t(n−1))

+ 2nt+rv1 + · · · + 2nt+r+l−1vl = α + β

n−1∑
i=0

2ti = α + β
2tn − 1
2t − 1 (α, β ∈ Q).

This gives us an exponential polynomial with only constant polynomials.
A set of the form { g1 + · · · + gm | m ≤ M, gi ∈ G } for some M ≥ 0 and a finitely

generated subgroup G ≤ Q× is called a Bézivin set [23]. One can show that N is not a
Bézivin set.1 It is also easy to see that the output set of a finitely ambiguous weighted
automaton is a Bézivin set. Since f(Σ∗) = N, the function f cannot be recognised by a
finitely ambiguous weighted automaton.
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treatment are essentially standard, see also [6, Chapter 6][12][14, Proposition 2.11], but a
few points are somewhat subtle in positive characteristic.

Every EPS satisfies a linear recurrence and is hence an LRS. In the converse direction,
in characteristic 0, if (an)n is an LRS, then there exists some n0 such that an for n ≥ n0
coincides with a (unique) EPS. So, in characteristic 0, there is a close relation between LRS
and EPS.

In characteristic p > 0, it is no longer true that every LRS coincides with an EPS (even
for large enough n), because the map n 7→

(
n+j−1

j−1
)

for j > p does not factor through a
function Fp → Fp, and hence cannot be represented by a polynomial q ∈ Fp[x]. However,
if an LRS can be expressed as an EPS, the EPS is still unique, with the caveat that the
EPS has multiple representations by exponential polynomials, leading us to consider the
minimal degree representation, that is, that of degree at most p− 1 (which is unique). We
now discuss this in detail.

Throughout the section, let K be a field and K its algebraic closure. If K = Q, this is
the field of all algebraic numbers Q, a subfield of the complex numbers. The characteristic of
K is either 0 or a prime number p. If it is 0, then Q embeds uniquely into K as prime field,
and we can assume Q ⊆ K. Similarly, if p > 0, then Fp ⊆ K.

A sequence (an)n is an LRS if and only if the (formal) generating series F =
∑∞

n=0 anx
n ∈

KJxK is a rational function. Using the existence and uniqueness of partial fraction decom-
positions of rational functions over the algebraically closed field K, one obtains the following
well-known result.

▶ Theorem 33. Let (an)n be an LRS over K. Then there exist l ≥ 0, pairwise distinct
λ1, . . . , λl ∈ K

×, and for each 1 ≤ i ≤ l natural numbers ki ≥ 0 and coefficients αi,1, . . . ,
αi,ki ∈ K with αi,ki ̸= 0 such that

an =
l∑

i=1

ki∑
j=1

αi,j

(
n+ j − 1
j − 1

)
λn

i for all sufficiently large n. (1)

The elements λi and αi,j are uniquely determined by the sequence (an)n. The set {λ1, . . . , λl}
is the set of nonzero characteristic roots of (an)n.

We also recall (but do not need) that Equation (1) holds for all n ≥ 0, that is, not only
for sufficiently large n, if and only if all characteristic roots of (an)n are nonzero. A converse
to Theorem 33 also holds: every sequence expressed as in Equation (1) is an LRS over the
algebraically closed K.

▶ Example 34. The sequence (an)n = n, whose only characteristic root is 1, can be
represented as an = n · 1n =

((
n+1

1
)

−
(

n
0
))

· 1n. For the Fibonacci sequence one obtains
the well-known representation Fn = 1√

5φ
n − 1√

5ψ
n. Note that φ, ψ ∈ Q \ Q. While the

Fibonacci sequence cannot be recognised by a polynomially ambiguous weighted automaton
with weights in Q, this formula shows that there is such an automaton with weights in the
quadratic field Q(φ).

Before proving Theorem 33, we recall one more lemma (and in particular, that it also
holds in positive characteristic).

▶ Lemma 35. For all α ∈ K,

1
(1 − αx)k

=
∞∑

n=0

(
n+ k − 1
k − 1

)
αnxn ∈ KJxK.
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Proof. First suppose α = 1. For K = Z, this is well-known and easily derived from the
geometric series (1−x)−1 =

∑∞
n=0 x

n by formal differentiation (or a combinatorial argument).
The ring homomorphism Z → K, 1 7→ 1K extends coefficient-wise to a ring homomorphism
ZJxK → KJxK. Applying the homomorphism to the identity

(1 − x)k
∞∑

n=0

(
n+ k − 1
k − 1

)
xn = 1,

and dividing by (1K − x)k in KJxK proves the claim for α = 1. For arbitrary α ∈ K, it
follows by substituting αx for x. ◀

Proof of Theorem 33. We may without restriction assume that K is algebraically closed.
Because (an)n satisfies an LRS, its generating function F (x) =

∑∞
n=0 anx

n ∈ KJxK is
rational. Thus, there exist coprime polynomials p, q ∈ K[x] such that F = p/q with
q = (x − λ−1

1 )k1 · · · (x − λ−1
l )kl , where λ1, . . . , λr ∈ K

× are pairwise distinct and ki ≥ 1.
By partial fraction decomposition, there are uniquely determined αi,j ∈ K and a uniquely
determined polynomial r ∈ K[x] such that

F = r +
l∑

i=1

ki∑
j=1

αi,j

(1 − λix)j
= r +

l∑
i=1

ki∑
j=1

αi,j

∞∑
n=0

(
n+ j − 1
j − 1

)
λn

i x
n,

which shows existence of the claimed representation for all n > deg(r). The uniqueness
follows from the uniqueness of the partial fraction decomposition. ◀

To go further than Theorem 33, we need to distinguish according to the characteristic of
K. If charK = 0, then

(
n+j−1

j−1
)

= (n+1)···(n+j−1)
j! allows us to view the binomial coefficients

in Equation (1) as polynomial functions in n. Expanding shows that, for sufficiently large n,
the sequence (an)n can be represented by a (uniquely determined) exponential polynomial
[6, Ch. 6.2].

If charK = p > 0, then there neither needs to exist a representation by an exponential
polynomial, nor need this representation be unique if it exists.

▶ Example 36. The triangular numbers Tn :=
(

n+1
2

)
=

∑n
k=1 k satisfy the linear recurrence

relation Tn+3 = 3Tn+2 − 3Tn+1 + Tn with T0 = 0, T1 = 1, T2 = 3. The characteristic
polynomial is x3 − 3x2 + 3x− 1 = (x− 1)3. In the normal form of Theorem 33,

Tn =
(
n+ 1

2

)
· 1n =

((
n+ 2

2

)
−

(
n+ 1

1

))
· 1n

In particular, in characteristic 0, the sequence Tn, whose elements are 0, 1, 3, 6, 10, 15,
21, 28, . . . , can be expressed using a polynomial, as Tn = n2+n

2 .
Now consider K = F2. Reducing modulo 2, the sequence Tn ∈ F2 still satisfies the same

linear recurrence relation and Tn = n2+n
2 = 0, 1, 1, 0, 0, 1, 1, 0, etc. However, this sequence is

not induced from a polynomial function F2 → F2: indeed (Tn)n is not 2-periodic. But, if
there were a function f : F2 → F2 such that Tn = f(n), then Tn would have to be 2-periodic.
We see that, in positive characteristic, not every LRS can be represented by an exponential
polynomial (even for large enough n).

As the issues of uniqueness of exponential polynomial representations in positive charac-
teristic are relevant in the present paper, we now discuss them in more detail.

A polynomial q = q(x) ∈ K[x] is a formal expression q =
∑k

i=0 αix
k with αi ∈ K.

Polynomials are multiplied and added according to the usual rules, by K-linear extension of
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xk · xl = xk+l. Every polynomial q induces a function q : K → K, λ 7→ q(λ) =
∑k

i=0 αiλ
k,

and every function of such a form is called a polynomial function. If the field K is infinite
(in particular if charK = 0), then q = q′ for polynomials q, q′ ∈ K[x] if and only if q = q′,
that is, if and only if q(λ) = q′(λ) for all λ ∈ K. In this case, there is no need to carefully
distinguish polynomials from polynomial functions.

▶ Example 37. If K is finite, then different polynomials may induce the same polynomial
functions. Indeed, there are infinitely many polynomials but only finitely many functions
K → K. For instance, if K = Fp, then xp + 1 ̸= x+ 1 as polynomials, but λp + 1 = λ+ 1 for
all λ ∈ Fp, so these two polynomials induce the same function Fp → Fp.

As the previous example reminds us, in positive characteristic, we need to carefully
distinguish between polynomials and polynomial functions. In particular, for polynomial
functions there is no canonical notion of the i-th coefficient, as the example shows.

In any characteristic, since there is a unique ring homomorphism Z → K, n 7→ n · 1K ,
it also makes sense to evaluate polynomials at integers, and we can think of q ∈ K[x] as
inducing a sequence q : N → K, n 7→ q(n · 1K) (by slight abuse of notation, overloading the
notation q).

We now extend these considerations from polynomials to exponential polynomials. An
exponential polynomial is a formal expression q(x) =

∑k
i=1 qi(x)λx

i with qi ∈ K[x] and
pairwise distinct λi ∈ K×. The λi for which qi ≠ 0 are the exponential bases of q. The degree
of q is deg(q) := max{ deg(qi) | 1 ≤ i ≤ k }. Exponential polynomials are again added and
multiplied in the usual way, by K-linearly extending (xmλx

i ) · (xnλx
j ) = xm+n(λiλj)x.2 An

exponential polynomial q induces a sequence q : N → K, defined by q(n) =
∑k

i=1 qi(n)λn
i .

We call any sequence arising in such a way an exponential polynomial sequence (EPS).
The question to what degree the induced sequence determines the polynomials qi and the

exponential bases λi is answered by the following lemma.

▶ Lemma 38. Let p1, . . . , pk, q1, . . . , ql ∈ K[x]. Let λ1, . . . , λk ∈ K× be pairwise distinct,
and let similarly µ1, . . . , µl ∈ K× be pairwise distinct. Suppose

k∑
i=1

pi(n)λn
i =

l∑
j=1

qj(n)µn
j for all n ∈ N.

Assume also that, for each i and j we have pi(N) ̸= {0} and qj(N) ̸= {0}. Then, up to
re-indexing, we have k = l, λi = µi for all 1 ≤ i ≤ k, and pi(n) = qi(n) for all n ∈ N.

Proof. Let q ∈ K[x]. It suffices to show that there exist α1, . . . , αm ∈ K such that
q(n) =

∑m
j=1 αj

(
n+j−1

j−1
)

for all n ∈ Z. Then the claim follows from the (stronger) uniqueness
statement of Theorem 33.

To show the desired expression for q(n), it in turn suffices to show that xj ∈ Z[x] is a
Z-linear combination of polynomials of the form

(
x+i−1

i−1
)
. For j = 0, this is true because

x0 = 1 =
(

x
0
)
. For j ≥ 1, note that xj − j!

(
x+j

j

)
= xj − (x+ 1) · · · (x+ j) is a polynomial of

degree strictly less than j, so the claim follows by induction. ◀

If charK = 0, the uniqueness in the previous lemma implies that pi = qi and so an
exponential polynomial is uniquely determined by its induced EPS.

2 This can be made rigorous by considering exponential polynomials as elements of the group algebra
K[x][Λ] of the group Λ = K× over the polynomial ring K[x]. See [6, Ch. 6].
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If charK = p > 0, then this is not the case. In this case pi(n) = qi(n) for all n ∈ N if and
only if pi(n) = qi(n) for n ∈ {0, . . . , p−1}. This is the case if and only if the polynomial pi −qi

is divisible by x(x− 1) · · · (x− p+ 1) = xp − x. It follows that, when representing an EPS
(an)n using an exponential polynomial

∑k
i=1 pi(x)λx

i , we can always find a representation
with deg(pi) < p. In this case, the polynomials pi are uniquely determined by (an)n, and
we call the resulting exponential polynomial the exponential polynomial of minimal degree
representing (an)n.

It is important to note that, independent of the characteristic of the field, the exponential
bases appearing in a representation as in Theorem 33 or in an exponential polynomial
representation (if it exists) are unique. Further, every EPS is an LRS, and the exponential
bases of the EPS are precisely the nonzero characteristic roots of the LRS.

▶ Definition 39. If q =
∑m

i=1
∑l

j=0 αi,jx
jλx

i is an exponential polynomial, then Sk(q) :=∑m
i=1 αi,k is its sum of k-degree coefficients.

Thus, in Sk(q), we are summing all coefficients next to some xk, across all exponential
bases. The following straightforward observation on the behaviour of Sk(q) on products will
be useful in one of the proofs below.

▶ Lemma 40. If q and q′ are exponential polynomials, then Sk(qq′) =
∑k

j=0 Sj(q)Sk−j(q′).

Proof. Suppose

q =
∑

λ∈K×

∑
i≥0

αλ,ix
iλx and q′ =

∑
λ∈K×

∑
i≥0

α′
λ,ix

iλx.

(It is notationally convenient to allow formally infinite sums; but in each case there are only
finitely many nonzero terms.) Then Sj(q) =

∑
λ∈K× αλ,j , and analogously for q′. Now

qq′ =
∑

λ,µ∈K×

∑
k≥0

( k∑
j=0

αµ,jα
′
λµ−1,k−j

)
xkλx.

This shows

Sk(qq′) =
∑

λ,µ∈K×

k∑
j=0

αµ,jα
′
λµ−1,k−j =

k∑
j=0

( ∑
µ∈K×

αµ,j

)( ∑
µ∈K×

α′
λµ−1,k−j

)

=
k∑

j=0
Sj(q)Sk−j(q′),

where the last step uses K× = {λµ−1 | µ ∈ K× }. ◀

We will have need to consider sums of k-degree coefficients of EPS (an)n in positive
characteristic. Now there are several exponential polynomials representing the EPS, and
the sums of k-degree coefficients depend on the particular representation, not just on the
sequence (an)n.

▶ Example 41. Over K = Fp, we have np + n + 1 = 2n + 1. However, q = xp + x + 1
has Sp(q) = S1(q) = S0(q) = 1 and Sk(q) = 0 for all other k. By contrast, the polynomial
q′ = 2x+ 1 has S1(q) = 2, S0(q) = 1 and Sk(q) = 0 for all other k.

However, the obstruction in the example, that terms of the form xp can be replaced by
x without changing the induced function, is the only one. More formally, we still have the
following.
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▶ Lemma 42. Suppose charK = p > 0. Let q, q′ be two exponential polynomials inducing
the same EPS, that is, with q(n) = q′(n) for all n ∈ N. Then S0(q) = S0(q′) and for every
r ∈ {1, . . . , p− 1},∑

k≥0
Sk(p−1)+r(q) =

∑
k≥0

Sk(p−1)+r(q′).

While the sums in the lemma are formally infinite (for notational convenience), they only
involve finitely many nonzero terms. Applied to the minimal degree exponential polynomial
q representing an EPS (an)n, it follows that Sr(q) =

∑
k≥0 Sk(p−1)+r(q′) for every other

exponential polynomial q′ representing (an)n.

Proof of Lemma 42. Write q =
∑

λ∈K× qλλ
x and q′ =

∑
λ∈K× q′

λλ
x with polynomials qλ,

q′
λ (only finitely many of which are nonzero). It will suffice to show the claimed formula for

all pairs qλ and q′
λ in place of q and q′.

Fix λ ∈ K×. Since q−q′ vanishes on all of N, by Lemma 38, we must have (qλ −q′
λ)(n) = 0

for all n ∈ N. This means that the polynomial qλ − q′
λ is divisible by x(x− 1) · · · (x−p+ 1) =

xp − x, that is, there exists a polynomial h such that qλ − qλ′ = (xp − x)h. In particular
S0(qλ − qλ′) = 0, and so S0(qλ) = S0(qλ′). For r ≥ 1, using Lemma 40,∑

k≥0
Sk(p−1)+r(qλ − q′

λ) =
∑
k≥0

Sk(p−1)+r

(
(xp − x)h

)
=

∑
k≥1

Sp(xp − x)Sk(p−1)+r−p(h) +
∑
k≥0

S1(xp − x)Sk(p−1)+r−1(h)

=
∑
k≥1

Sk(p−1)+r−p(h) −
∑
k≥0

Sk(p−1)+r−1(h) = 0.

So
∑

k≥0 Sk(p−1)+r(qλ) =
∑

k≥0 Sk(p−1)+r(q′
λ). ◀

▶ Remark 43. One more thing can be observed (but will not be needed): Given any LRS (an)n

over a field of characteristic p > 0, there exists some power pk such that the subsequences
(anpk+r)n are representable by an EPS (for every r and sufficiently large n). For instance,
while the sequence (Tn)n in Example 36 is not 2-periodic, it is 4-periodic, and splitting it
into four subsequences modulo 4, each subsequence is constant, and hence obviously an EPS.

In general, the periodicity appears because n 7→
(

n+j−1
j−1

)
is still periodic with period pk

for sufficiently large k. This can be seen as a consequence Lucas’s theorem for expressing
binomial coefficients modulo p, but is also easy to prove directly.

B Equivalence and Zeroness of CCRA

The two problems are defined as follows (for any classes of automata):
equivalence: given two automata A and B, decide if A(w) = B(w) for all w ∈ Σ∗.
zeroness: given an automaton A, decide if A(w) = 0 for all w.

It is folklore that for (polynomially) weighted automata and CCRA the two problems are
effectively interreducible. Indeed, to decide zeroness of A it suffices to check equivalence
with B that outputs 0 on all words. Conversely, to check equivalence of A and B one can
check zeroness of A − B, which can be efficiently constructed for these models. Therefore we
will deal only with zeroness.

For polynomially ambiguous weighted automata, even unrestricted weighted automata,
we know that zeroness is in polynomial time [25] and in NC2 [26]. Thus, we focus on the
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complexity of zeroness for CCRA. For the problem to make sense we need to introduce the
size of the input CCRA. Given C = (Q, q0, d,Σ, δ, µ, ν), we say that its size is |Q| + d+ |Σ| +
maxp(|p|), where p ranges over all polynomials and constants used in δ, µ and ν. We assume
that polynomials are represented in the natural succinct form of arithmetic tree circuits, not
as a list of all monomials.

Recall that in the update function one cannot use polynomials like x2 because two copies
of x are needed. However, in some sense CCRA can evaluate any polynomial. For example
there is a CCRA C such that C(1n) = n2, simply by having two registers storing n and
defining the output function as their product. We can say that evaluating x2 requires two
copies of x. We generalise this observation to any polynomial. Given x1, . . . , xk, we say that
a polynomial p(x1, . . . , xk) is d-copyless if there exists a copyless polynomial p′(x), where
x = x1,1, . . . , x1,k, . . . xd,1, . . . , xd,k (d copies of every xi) such that p′(x) = p(x1, . . . , xk),
substituting xi,j = xj for all 1 ≤ i ≤ d and 1 ≤ j ≤ k. In particular 1-copyless is copyless.

First we prove a standard and convenient lemma that allows us to turn formulas into
polynomials. Note that we assume that formulas, like polynomials, are represented as tree
circuits. By the size of the formula, denoted |φ|, we understand the size of the circuit.

▶ Lemma 44. Let x = (x1, . . . , xk) and let φ(x) be a Boolean quantifier free formula. There
exists a polynomial p(x), of size polynomial in |φ|, such that for every v ∈ {0, 1}k we have:
p(v) ∈ {0, 1}; and p(v) = 1 if and only if φ(v) evaluates to true. Moreover, the polynomial
p(x) is |φ|-copyless.

Proof. By induction on the formula size. For the base case k = 1 and then given φ = x1 we
define p = x1. Otherwise, suppose we have polynomials p, p1 and p2 corresponding to some
formulas φ, φ1 and φ2, respectively. We build polynomials as follows.

For the formula ¬φ we define the polynomial 1 − p.
For the formula φ1 ∧ φ2 we define the polynomial p1 · p2.

It is easy to see that the construction preserves the properties of the lemma. In particular
the base case formulas are trivially 1-copyless; and by induction every subformula ψ is
|ψ|-copyless. Moreover, every Boolean formula can be build from ¬ and ∧, and the final
polynomials have polynomial size in the size of the input formula. ◀

▶ Theorem 45. The zeroness problem is PSpace-complete for CCRA over Q.

Proof. Regarding the upper bound, by Lemma 5, we know that a CCRA can be translated
to a weighted automaton of exponential size. It is known that the equivalence problem for
weighted automata is in NC2 [26]. Since problems in NC2 can be solved sequentially in
polylogarithmic space [24], this essentially yields a PSpace algorithm. One has to take care
that the weighted automaton is not fully precomputed (as it would require too much space).
A standard approach computing the states and transitions on the fly solves this issue. See
e.g. [16, Section 6.1] for a similar construction.

The rest of the proof is devoted to the matching PSpace lower bound. We reduce
from the validity problem for Quantified Boolean Formulas (QBF), which is known to be
PSpace-complete [21, Theorem 19.1]. One can assume the input is a formula of the form

ψ = ∀x1∃y1 . . . ∀xk∃yk φ(x1, y1, . . . , xk, yk), (2)

where φ is quantifier-free. The variables xi and yi alternate, xi are quantified universally and
yi are quantified existentially. For simplicity, we write x = (x1, . . . , xk) and y = (y1, . . . , yk).
We write φ(x,y) instead of φ(x1, y1, . . . , xk, yk). Given v ∈ {0, 1}2k we denote by φ(v) the
truth value of the formula φ with all variables evaluated according to v.
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For the reduction, we will need to go through many evaluations of xi and yi in a way
that respects the quantifiers. It will be convenient to define these evaluations using auxiliary
formulas. Let x′ and y′ be fresh copies of variables in x and y all of dimension k. We define
three quantifier-free formulas: start(x,y), next(x,y,x′,y′) and end(x,y), as follows.

start(x,y) =
k∧

i=1
¬xi, end(x,y) =

k∧
i=1

xi.

Note that start and end do not use y, but in this form it will be easier to state the claim
later explaining their purpose. We also define

next(x,y,x′,y′) =
k∧

i=1

¬xi ∧
k∧

j=i+1
xj

 =⇒

x′
i ∧

k∧
j=i+1

¬x′
j ∧

i−1∧
j=1

(xj ⇐⇒ x′
j) ∧ (yj ⇐⇒ y′

j)

 .

To understand the formulas, it is easier to ignore the y and y′ variables at first. Then
these formulas essentially encode a binary counter with k bits: start encodes that all xi are
0; end encodes that all xi are 1; and next encodes that x′ is x increased by 1 in binary.
The values of y can be guessed to anything in start and end. In next we keep consistently
the guessed existential values for all unchanged universal variables. The following lemma
formally states the purpose of the formulas.

▷ Claim 46. The formula ψ in Equation (2) is valid if and only if there exists a sequence
v1, . . . ,vn ∈ {0, 1}2k such that:
1. φ(vi) is true for all 1 ≤ i ≤ n;
2. start(v1) is true;
3. next(vi,vi+1) is true for all 1 ≤ i ≤ n− 1;
4. end(vn) is true.

Proof. The formulas start, next and end are defined in such a way that they go through
all possible evaluations of universal variables, guessing consistently the values for existential
variables. The first condition guarantees that ψ is valid. ◁

Thanks to Claim 46 we will not need to differentiate between universal and existen-
tial variables. In the following we will implicitly use Lemma 44. To avoid additional
notation we will write formula names for their corresponding polynomials. Let ℓ =
max{|start|, |end|, |next|, |φ|}, then all polynomials corresponding to these formulas are
ℓ-copyless. To ease the notation we write

z = (x1
1, . . . , x

1
k, y

1
1 , . . . , y

1
k, . . . , x

ℓ
1, . . . , x

ℓ
k, y

ℓ
1, . . . , y

ℓ
k)

for ℓ identical copies of vectors of variables in x and y. Note that identical copies occur on
indices equal modulo 2k (this will be useful when defining the transitions). The number
of copies will be sufficient to evaluate all polynomials corresponding to the formulas in a
copyless manner. To emphasise this, we will write start(z), end(z) and next(z).

We are ready to define the CCRA C = (Q, p0, d,Σ, δ, µ, ν), where: Q = { pi, qi | 0 ≤ i ≤
2k }; d = 8ℓk + 1; Σ = {0, 1,#}. We denote the 8ℓk + 1 variables as follows: z, z′, z′′, zold

and s. That is: four disjoint copies corresponding to ℓ copies of x, y and one extra variable
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p0 p1 p2 q0 q1 q2

0 0

1 1
#

0 0

1 1

#

Figure 11 Example for k = 1. The state q0 has an outgoing edge as it is the only one that has a
possibly nonzero output.

s. We denote the variables in the copies by zi, z′
i, z′′

i , zold
i for 1 ≤ i ≤ 2ℓk. The initial

function assigns the value 1 to all variables. It will be important that µ(s) = 1; for all other
variables the initial value could be arbitrary. The final function is defined by ν(x) = 0 for all
x ∈ Q \ {q0} and ν(q0) = s · end(zold).

Before we define the transitions we give an intuition on how the automaton works. We
call a subword of length 2k a block. The automaton will read a sequence of blocks which
correspond to consecutive evaluations vi from Claim 46 and store them in multiple copies of
x and y. After reading every block the automaton will check whether: next holds with the
previous block; and whether φ holds on the current block. As an invariant, the register s
will have value 1 if no error has been detected, and 0 otherwise.

Most of the transitions will initialise some registers. Given a set of variables Z and
b ∈ {0, 1}, we define the copyless polynomial map PZ,b as: PZ,b(z) = b for z ∈ Z and
PZ,b(z) = z otherwise. In words, the variables in Z are initialised to b and all others keep
their previous value. We will use one type of sets Z, defined as follows: Zi = { zj , z

′
j , z

′′
j | j ≡ i

mod 2k }. This will allow us to remember 3ℓ copies at once.

Formally, we define the transitions as follows (see Figure 11 for the shape of the automaton
without the register updates):

1. δ(pi−1, b) = (pi, PZi,b) for all 1 ≤ i ≤ 2k and b ∈ {0, 1}.

2. δ(qi−1, b) = (qi, PZi,b) for all 1 ≤ i ≤ 2k and b ∈ {0, 1}.

3. δ(p2k,#) = (q0, Q0), where Q0 resets all variables to 0 except for: zold where it puts the
content of z′′, i.e., Q0(zold

i ) = z′′
i for all 1 ≤ i ≤ 2ℓk; and Q0(s) = s · start(z′) · φ(z).

4. δ(q2k,#) = (q′
0, R0), where R0 resets all variables to 0 except for: zold where it puts the

content of z′′, i.e., Q0(zold
i ) = z′′

i for all 1 ≤ i ≤ 2ℓk; and Q0(s) = s · next(zold, z′) · φ(z).

Note that all polynomials are copyless.

The proof that the reduction works follows essentially from Claim 46. The transitions
in Item 1 and Item 2 guess the evaluations vi. These are stored in three copies: z, z′, z′′.
The remaining two transitions verify the correctness of these evaluations, i.e., whether they
satisfy the conditions in Claim 46. Note that as an invariant these transitions keep in vold the
previous valuation. In both Item 3, Item 4 we check whether φ(vi) holds. Additionally, in
Item 3 we check whether start(v1) is true; and in Item 4 we check whether next(vi−1,vi)
is true. All checks are multiplied into the register s, which becomes 0 if any error occurs,
and remains 1 otherwise. Finally, the output function guarantees that a nonzero value can
be output only if end(vn) holds. ◀
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C Additional Material

C.1 Proof of Lemma 27
▶ Lemma 27. Let A = (d, I,M, F ) be a trim polynomially ambiguous weighted automaton.
Then, for every word w ∈ Σ∗, there exists a permutation matrix P such that P ·M(wd!) ·P−1

is upper triangular. Furthermore, all nonzero eigenvalues of M(wd!) are products of transition
weights (that is, of entries of the matrices M(a) for letters a ∈ Σ).

Proof. The transition graph of a word w is the unlabeled directed graph, possibly containing
loops, on the vertex set {1, ..., d} in which there is an edge i → j if and only if M(w)[i, j] ̸= 0.
Let us consider the transition graph G corresponding to M(w) and how it relates to the
transition graph H corresponding to M(wd!). Any edge of H comes from a directed walk of
length d! in G.

We first show that the only closed directed walks in H are loops. Indeed, suppose to the
contrary that H contains a closed directed cycle of length at least two. Then H contains a
directed cycle3 of length l ≥ 2 from some vertex i to itself. This cycle arises from a directed
walk C from i to itself in G of length ld!. In particular, since there exists a directed walk
in G from i to itself, there exists a directed cycle D0 in G that is based at i. The length k

of D0 is of course at most d, and hence divides d!. Let D := D
ld!/k
0 denote the ld!/k-fold

repetition of D0. Then D and C are two distinct directed walks in G of length ld!: after d!
steps, the walk D will be at i, but C will not. This leads to a contradiction with polynomial
ambiguity: the word wnld! for n ≥ 1, gives rise to at least 2n directed walks from i to itself in
G, because in each repetition of wld! we can choose to either follow C or D. Since A is trim,
the state i lies on an accepting run, and hence there exist words u, v such that u(wnld!)v has
at least 2n accepting runs.

Now, since the only closed directed walks in H are loops, we can define a total order ≼
on {1, ..., d} such that there is no directed walk in H from i to j if j ≺ i. Permuting the
standard basis vectors correspondingly, which means conjugating the matrix M(wd!) by a
permutation matrix P , we find that PM(wd!)P−1 is upper triangular.

In particular, the eigenvalues of M(wd!) are precisely the diagonal entries. The i-th
diagonal entry is the sum of the weights of all directed walks from i to itself in A that are
labeled by wd!. If there were two such walks, that would directly contradict polynomial
ambiguity. This means that the diagonal entries of M(wd!) come from at most one walk,
meaning they are products of transition weights of the automaton. ◀

C.2 Proof of Lemma 21
▶ Lemma 21. If R is a subsemiring, (an)n is an R-generatable EPS and q is the exponential
polynomial of minimal degree representing (an)n, the sum of k-degree coefficients of q is in
R.

Proof. First notice that all the sequences in Definition 6 have this property. We need to show
that the property is preserved under sums and products. Let (an)n, (a′

n)n be R-generatable
EPS, and let q, q′ be the exponential polynomials of minimal degree representing them,
respectively. Then q + q′ represents (an + a′

n)n and is of minimal degree (since this just
means deg(q + q′) < p if charK = p > 0). Now qq′ represents (ana

′
n)n. By Lemma 40, all

the sums of k-degree coefficients of qq′ are in R.

3 A closed directed walk i0 → i1 → · · · → il with i0 = il and ij ̸= i′
j unless {j, j′} = {0, l}
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If charK = 0, then qq′ is the unique exponential polynomial representing (ana
′
n)n, and

we are done.
Suppose charK = p > 0. Then qq′ may not be the minimal degree exponential polynomial

representing (ana
′
n)n (we only have deg(qq′) ≤ 2p − 2, recall Example 12). Let q′′ be the

exponential polynomial of minimal degree representing (ana
′
n)n. Now Lemma 42 implies

S0(q′′) = S0(qq′) ∈ R and Sr(q′′) = Sr(qq′) + Sr+p−1(qq′) ∈ R for all r ∈ {1, . . . , p− 1}. For
k ≥ p, we have Sk(q′′) = 0. So again, it holds that Sk(q′′) ∈ R for all k. ◀

C.3 Proof in Example 22
We prove that f is an 1

2Z-generatable EPS. To see this, let u = u1u2 . . . ur, w = w1w2 . . . wt,
v = v1v2 . . . vl. Then (with some constants C, D ∈ N, independent of n)

f(uwnv) =
r∑

j=1
juj +

n−1∑
k=0

t∑
j=1

(r + kt+ j)wj +
l∑

j=1
(r + nt+ j)vj

= Cn+D +
t∑

j=1

( n−1∑
k=0

(r + kt+ j)
)
wj

= Cn+D +
t∑

j=1

(
(r + j)n+ (n− 1)n

2 t
)
wj .

We see that n 7→ f(uwnv) is a polynomial function, with coefficients in A = 1
2Z. Hence, the

LRS (f(uwnv))n is an A-generatable EPS.

C.4 Additional Example in Subsection 3.2
Another promising approach to showing the non-sufficiency of the conditions in Theorem 10,
is to show that the class of functions recognised by CCRA is not closed under reversal. For
tropical semirings this is known [19].

▶ Conjecture 47. For |Σ| ≥ 2, there exists a function f : Σ∗ → Q that is recognisable by a
Q-CCRA, but for which the reversal w 7→ f(wr), with wr denoting the reversal of w, is not
recognisable by a Q-CCRA.

Again, there is a promising candidate for which we are currently unable to prove that the
reverse is not recognisable.

▶ Example 48. Consider the following function f : {0, 1}∗ → Q.

0 . . . 0︸ ︷︷ ︸
m1

1 . . . 1︸ ︷︷ ︸
k1

0 . . . 0︸ ︷︷ ︸
m2

1 . . . 1︸ ︷︷ ︸
k2

. . . 0 . . . 0︸ ︷︷ ︸
mt

1 . . . 1︸ ︷︷ ︸
kt

7→ (. . . ((m1 + k1)m2 + k2) . . .)mt + kt

It is easy to evaluate f(w) with a CCRA — the bracketing in the formula above can
be interpreted as a recipe for doing so. However, there is no obvious way to recognise
fr(w) := f(wr).
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